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1. ОБЩИЕ ПОЛОЖЕНИЯ 

Оценочные материалы – это совокупность учебно-методических материалов 

(практиче- ских заданий, описаний, форм и процедур проверки), предназначенных для 

оценки качества освоения обучающимися данной дисциплины как части ОПОП. 

Цель – оценить соответствие знаний, умений и владений, приобретенных 

обучающими- ся в процессе изучения дисциплины, целям и требованиям ОПОП в ходе 

проведения проме- жуточной аттестации. 

Основная задача – обеспечить оценку уровня сформированности компетенций, 

закреп- ленных за дисциплиной. 

Контроль знаний обучающихся проводится в форме промежуточной 

аттестации. Промежуточный контроль проводится в форме экзамена. 

2. ОПИСАНИЕ ПОКАЗАТЕЛЕЙ И КРИТЕРИЕВ ОЦЕНИВАНИЯ КОМПЕ- 

ТЕНЦИЙ 

Сформированность каждой компетенции (или ее части) в рамках освоения данной 

дис- циплины оценивается по трех уровневой шкале: 

1. пороговый уровень является обязательным для всех обучающихся по 
заверше- нии освоения дисциплины; 

2. продвинутый уровень характеризуется повышением минимальных 
характери- стик сформированности компетенций по завершении освоения дисциплины; 

3. эталонный уровень характеризуется максимально возможной 
выраженностью компетенций и является важным качественны ориентиром для 

самосовершенствования. 

Шкала оценивания Критерий 

3 балла 

(эталонный уровень) 

уровень освоения материала, предусмотренного про- 

граммой: процент верных ответов на тестовые вопро- 

сы от 85% до 100% 

2 балла 

(продвинутый уровень) 

уровень освоения материала, предусмотренного про- 

граммой: процент верных ответов на тестовые вопро- 

сы от 70% до 84% 

1 балл 

(пороговый уровень) 

уровень освоения материала, предусмотренного про- 
граммой: процент верных ответов на тестовые вопро- 

сы от 50% до 69% 

0 баллов 
уровень освоения материала, предусмотренного про- 

граммой: процент верных ответов на тестовые вопро- 

сы от 0% до 49% 

Уровень освоения компетенций, формируемых дисциплиной: 

Описание критериев и шкалы оценивания тестирования 

Описание критериев и шкалы оценивания теоретического вопроса 

Шкала оценивания Критерий 

3 балла 

(эталонный уровень) 

выставляется студенту, который дал полный ответ 

на вопрос, показал глубокие систематизированные 

зна- ния, смог привести примеры, ответил на 

дополни- 

тельные вопросы преподавателя 

2 балла 

(продвинутый уровень) 

выставляется студенты, который дал полный ответ на 

вопрос, но на некоторые дополнительные вопросы 

преподавателя ответил только с помощью наводящих 

вопросов 
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1 балл 

(пороговый уровень) 

выставляется студенту , который дал неполный ответ 

на вопрос в билете и смог ответить на дополнитель- 

ные вопросы только с помощью преподавателя 

0 баллов 
выставляется студенту, который не смог ответить на 

вопрос 

Описание критериев и шкалы оценивания практического задания: 
Шкала оценивания Критерий 

3 балла 

(эталонный уровень) 

Задача решена верно 

2 балла 

(продвинутый уровень) 

Задача решена верно, но имеются технические 

неточности в расчетах 

1 балл 

(пороговый 

уровень) 

Задача решена верно, с дополнительными 

наводящими вопросами преподавателя 

0 баллов Задача не решена 

На промежуточную аттестацию (экзамен) выносится тест, два теоретических вопроса и 

две задачи. Максимально студент может набрать 15 баллов. Итоговый суммарный балл сту- 

дента, полученный при прохождении промежуточной аттестации, переводится в традицион- 

ную форму по системе «отлично», «хорошо», «удовлетворительно» и 

«неудовлетворительно». 

Оценка «отлично» выставляется студенту, который набрал в сумме 15 баллов (выполнил 

все задания на эталонном уровне). Обязательным условием является выполнение всех преду- 

смотренных в течение семестра практических заданий. 

Оценка «хорошо» выставляется студенту, который набрал в сумме от 10 до 14 баллов при 

условии выполнения всех заданий на уровне не ниже продвинутого. Обязательным условием 

является выполнение всех предусмотренных в течение семестра практических заданий. 

Оценка «удовлетворительно» выставляется студенту, который набрал в сумме от 5 до 9 

баллов при условии выполнения всех заданий на уровне не ниже порогового. Обязательным 

условием является выполнение всех предусмотренных в течение семестра практических за- 

даний. 

Оценка «неудовлетворительно» выставляется студенту, который набрал в сумме менее 5 

баллов или не выполнил всех предусмотренных в течение семестра практических заданий. 

3 ПАСПОРТ ОЦЕНОЧНЫХ МАТЕРИАЛОВ ПО ДИСЦИПЛИНЕ 

Контролируемые разделы 

(темы) дисциплины 

Код контролируемой ком- 

петенции (или ее части) 

Вид, метод, форма оценоч- 

ного мероприятия 

Тема 1. Основные понятия 

теории вероятности 
ОПК-1 Экзамен 

Тема 2. Независимость собы- 

тий и условные вероятности 
ОПК-1, ПК-21 Экзамен 

Тема 3. Схемы повторных 

испытаний 
ОПК-1 Экзамен 

Тема 4. Случайные величины 

и функции распределения 
ОПК-1 Экзамен 

Тема 5. Числовые характери- 

стики случайных величин 
ОПК-1 Экзамен 

Тема 6. Системы случайных 

величин 
ОПК-1 Экзамен 

Тема 7. Основы математиче- 

ской статистики 
ОПК-1, ПК-21 Экзамен 
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Текущий контроль следует проводить также на практических занятиях. 

 

4 ТИПОВЫЕ КОНТРОЛЬНЫЕ ЗАДАНИЯ ИЛИ ИНЫЕ МАТЕРИАЛЫ 

4.1 Промежуточная аттестация в форме экзамена 

ОПК-1: Способен применять фундаментальные знания, полученные в области математических 

и (или) естественных наук, и использовать их в профессиональной деятельности 

ОПК-1.1. Применяет фундаментальные знания в области математических наук в профессиональной 
деятельности 

Знать 
основные методы теории вероятностей и математической статистики, вероятностные модели реальных процессов и 

явлений, методы их построения и исследования 
Уметь 

интерпретировать теоретико-вероятностные конструкции внутри математики и за ее пределами, проводить анализ и 

сравнение математических методов, оценку областей применения математических моделей 
Владеть 

навыками построения и исследования вероятностных моделей реальных процессов и явлений, современными 
инструментальными средствами, используемыми при построении, анализе и оценке теоретико-вероятностных и 

статистических моделей 

 

Типовые тестовые вопросы: 

1. Что такое случайное событие? 

1) случайные эксперимент; 

2) событие, которое не достоверно; 

3) невозможное событие; 

4) результат случайного эксперимента. 

2. Чему равно число перестановок трех элементов? 

1) 1; 

2) 2; 

3) 3; 

4) 6; 

3. Чему равна вероятность того, что монета три раза подряд упадет «орлом»? 

1) 0,5; 

2) 0,25; 

3) 0,125; 

4) 1. 

4. Для каких событий A1,A2,...,An сумма их вероятностей равна единице: 

1) события несовместны; 

2) события независимы; 

3) события несовместны и образуют полную группу; 

4) события независимы и образуют полную группу. 

 

5. По мишени производят три выстрела. Пусть событие Ai, I = 1,2,3 — попада

 ние при i-м выстреле. Какая из приведенных формул описывается событие D = 

{хотя бы один промах} 

1) D=А1+ А2 + А3; 
 

2)D= 1 2A3+ A1  2 А3 + 1 А2 3; 

3)D= 1 + 2
 
+ 3;  

4)D= A1  2  3+ 1  2 А3 + 1 А2  3 
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7. В урне 6 белых и 10 черных шаров. Из урны вынимают один шар и откладывают в 

сторону. Этот шар оказался белым. После этого из урны берут еще один шар. Найти 

ве- роятность того, что этот шар тоже будет белым. Результат округлить до сотых. 

1)0,25; 

2)0,4; 

3)0,33; 

4)0,2. 

 

8. Из шести карточек с буквами «Л», «И», «Т», «Е», «Р», «А» выбирают наугад в 

опреде- ленном порядке 4. Какова вероятность того, что при этом получится слово 

«ТИРЕ». Ре- зультат округлить до десятитысячных. 

1) 0,028; 

2) 0,45; 

3) 0,0028; 

4) 0,0012. 

 

9. Среди 25 экзаменационных билетов пять «хороших». Три студента по очереди 

берут по одному билету. Найти вероятность события А={третий студент взял 

хороший билет}. 

1) 0,1; 

2) 0,25; 

3) 0,2; 

4) 0,4. 

 

10. Наугад выбирается пятизначное число. Какова вероятность события А = 

{число одинаково читается как слева направо, так и справа налево}. 

1)0,02; 

2)0,1; 

3)0,2; 

4)0,01. 

11. Монетка брошена два раза. Найти вероятность того, что хотя бы один раз по 

явится “герб”. 

1)0,75; 

2)0,65; 

3)0,8; 

4)0,55. 

 

12. Укажите номер формулы, которая используется для вычисления вероятности 

произ- ведения Ai , независимых событий, i= 1, 2, ..., п: 

1)
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 +2) 

 

 

 

 

3) +(-1)n-1P(A1A2...An); 

 

 

 

 

 

 

4)  P( A1 )*P( A2 /A1 )*…*P( An/A1 *A2 *…* An -1 );  

 

 

 

13. Слово ПРОГРАММА составлено из карточек, на каждой из которых написана 1 

буква. Затем карточки смешивают и вынимают без возврата по одной. Найти 

вероятность того, что буквы вынимаются в порядке заданного слова. 

1) 4.2 * 10-5; 

2) 4*10-5; 

3) 2.2*10-3; 

4) 2.2*10-5. 

 

 

14. Вероятность попадания в мишень при одном выстреле равна 0,4. По мишени 

произ- водится шесть независимых выстрелов. Тогда вероятность того, что будет 

хотя бы одно попадание в мишень, равна: 

1)0,953; 

2)0,853; 

3)0,785; 

4)0,688. 

 

15. В каких случаях для вычисления вероятности суммы трех событий А, В и С 

используется формула Р(А+В+С) = Р(А)+Р(В)+Р(С)-Р(АВ)-Р(АС)-Р(ВС)+Р(АВС): 

1) события зависимы; 

2) события образуют полную группу; 

3) события попарно несовместны; 

4) события совместны.
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∞ 

 

16. Использование какой из приведенных ниже формул позволяет вычислить 

апостериорную (послеопытную) вероятность гипотезы с учетом наблюденного 

результата опыта. 

1) формула Бернулли; 

2) формула полной вероятности; 

3) формула Байеса; 

4) обобщение формулы Бернулли. 

 

17. Закон распределения НСВ можно задать с помощью: 

1) только плотности распределения; 

2) ряда распределения; 

3) многоугольника распределения; 

4) плотности распределения и функции распределения. 

 

18. Интеграл в бесконечных пределах от плотности вероятности 

непрерывной случайной величины равен: 

1) +∞; 

2) 1; 

3) 0,5; 

4) 0,75. 

 

19. Среднеквадратическое отклонение равно: 

1) дисперсии со знаком минус; 

2) корню квадратному из математического ожидания; 

3) корню квадратному из дисперсии; 

4) квадрату дисперсии. 

 

20. Пусть Х — дискретная случайная величина. По какой из приведенных формул 

рассчитывается ее математическое ожидание: 

1) ∫−∞ 𝑥𝑖𝑑𝑥; 

2) ∫−∞ 𝑥𝑓(𝑥)𝑑𝑥; 
𝑛 
𝑖=1 

 
𝑛 
𝑖=1 

𝑝𝑖; 

𝑥𝑖𝑝𝑖;
21. Как называются моменты центрированной случайной величины: 

1) случайные векторы; 

2) одномерные; 

3) центральные; 

4) начальные. 

22. Пусть X — дискретная случайная величина, заданная законом распределения 

веро- ятностей 

xi -2 1 3 

pi 0,1 0,3 0,6 

Тогда математическое ожидание случайной величины 2Х 

равно: 1)3,8;

3) ∑ 

+4) ∑ 
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2) 4 ; 

3) 4,6; 

4) 3,5. 

 

23. Дискретная случайная величина X задана законом распределения 

xi -4 6 10 

pi 0,2 0,3 0,5 

Тогда среднее квадратическое отклонение случайной величины X равно: 

1) 5,29; 

2) 4,86; 

3) 6,29; 

4) 3,89. 

 

24. Заданы математические ожидания случайных величин X и Y: М(Х)=5, M(Y)=3. 

Тогда математическое ожидание случайной величины Z=X+2Y равно: 

1) 16; 

2) 8 ; 

3) 11; 

4) 15. 

 

25. Дискретная случайная величина Х задана рядом распределения 

xi 1 3 6 

pi 0,5 0,3 0,2 

Тогда математическое ожидание квадрата этой случайной величины М(Х2) 

равно: 

1) 6,8; 

2) 10,4; 

3) 2,6; 

4) 8,4. 

 

Типовые тестовые вопросы открытого типа: 

 

 

1. Всякий факт, который в опыте со случайным исходом может произойти или не 

произойти называется   

Ответ: случайным событием (или, короче, просто событием) 

2. Событие, состоящее в непоявлении события А называется   

Ответ: противоположным событию A (и обозначается Ᾱ). 

3. Любой наблюдаемый результат эксперимента называется   

Ответ: исходом опыта (ω) 

4. В рамках данного опыта разделить элементарный исход на более мелкие составляющие 

 

Ответ: нельзя (т. е. элементарные события неразложимы) 

5. Любое произвольное подмножество А пространства элементарных исходов Ω называетс
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𝑖=1 

𝑖=1 

 

Ответ: событием 

6. В основе аксиоматического определения вероятности лежат   аксиомы (сколько 
и какие). 

Ответ: три (аксиома неотрицательности 𝑃(𝐴) ≈ 0 ; аксиома нормированности 

𝑃(Ω) = 1 ; аксиома аддитивности или расширенная аксиома сложения для любых 

попарно несовместных событий) 

7. Если вероятность нескольких событий равна сумме их вероятностей 𝑃(∑𝑛 𝐴𝑖) =
𝑛 
𝑖=1 𝑃(𝐴𝑖), то эти события   

Ответ: несовместны

8. Если события А1, А2, …, Аn несовместны и образуют полную группу, то сумма их 

вероятностей равна   

Ответ: единице 

9. Сумма вероятностей противоположных событий равна   

Ответ: единице 

10. Если об обстановке опыта можно сделать n исключающих друг друга предположений 

(гипотез) и если событие А может появиться только с одной из этих гипотез, то 

вероятность этого события Р(А) вычисляется по формуле   

Ответ: полной вероятности (𝑃(𝐴) = ∑𝑛 𝑃(𝐻𝑖) * 𝑃(𝐴/𝐻𝑖)) 

11. Переоценить вероятность гипотезы (найти апостериорную вероятность гипотезы) 

после того, как становится известным результат опыта, в итоге которого появилось 

событие А позволяет формула   

Ответ: Байеса (𝑃(𝐻 /𝐴) = 𝑃(𝐻𝑖)*𝑃(𝐴/𝐻𝑖)) 
𝑖 𝑃(𝐴) 

12. Схема Бернулли является простейшим классом повторных независимых испытаний с 
двумя исходами (успех - А и неуспех - Ᾱ) и с неизменными в каждом испытании 

 

Ответ: вероятностями успеха (Р(А)=р) и неуспеха (Р(Ᾱ)=q=1-p) 

13. Величина, которая в результате эксперимента может принимать лишь одно из 
возможных значений, но какое именно заранее неизвестно, называется   

Ответ: случайной 

14. Любое правило (таблица, функция), позволяющее находить вероятности 

всевозможных событий, связанных со случайной величиной называется   

Ответ: законом распределения 

15. Если множество возможных значений случайной величины Х конечно или 

бесконечно, но счетно, то такую случайную величину называют   

Ответ: дискретной случайной величиной 

16. Ряд распределения задает закон распределения только   

Ответ: дискретной случайной величины 

17. Общей формой задания закона распределения как для дискретной, так и для 

непрерывной случайной величины служит   

Ответ: функция распределения 

18. Числа, в сжатой форме выражающие наиболее существенные черты распределения, 
называются   

Ответ: числовыми характеристиками 

19. Одно из важнейших понятий теории вероятностей — математическое ожидание — это 

 момент первого порядка 

Ответ: начальный (α1[x]=M[x]) 

20. Отклонение случайной величины Х от её математического ожидания mx, то есть (X – 

mx) – это  случайная величина 

Ответ: центрированная

Типовые практические задания (экзамен) 

∑ 
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1. Из пяти букв разрезной азбуки составлено слово «книга». Ребенок, не умеющий 

читать, рассыпал эти буквы и затем собрал в произвольном порядке. Найти 

вероятность того, что у него снова получилось слово «книга» 

Ответ: 1/120 ≈ 0,008 

2. Тот же вопрос, если было составлено слово 
«ананас» Ответ: 1/60 ≈ 0,017 

3. С первого автомата на сборку поступает 25% деталей, со второго 30%, с 

третьего 45%. Первый автомат в среднем дает 0,1% брака, второй – 0,4%, 

третий – 0,2%. Найти вероятность того, что оказавшаяся бракованной деталь 

изготовлена на вто- ром автомате. Результат округлить до сотых. 

Ответ: 0,51. 

4. Из партии содержащей 25 изделий, среди которых 9 бракованных, для 

контроля наугад извлекают 3 детали. Какова вероятность того, что все 3 не 
бракованные? 

Результат округлить до сотых. 

Ответ: 0,24. 

5. В группе из 10 студентов, пришедших на экзамен, 3 подготовлены отлично, 4 – 

хо- рошо, 2 – посредственно и 1 – плохо. В экзаменационных билетах имеется 

20 во- просов. Отлично подготовленный студент может ответить на все 20 

вопросов, хо- рошо подготовленный – на 16, посредственно – на 10, плохо – на 

5. Вызванный нау- гад студент ответил на 3 произвольно заданных вопроса. 

Найти вероятность того, что студент подготовлен: 1) отлично; 2) плохо. 

Ответ: 1) ≈0,58; 2)≈0,002; 

6. Производится три независимых опыта, в каждом из которых событие А 

появляется с вероятностью 0,4. Рассматривается случайная величина Х — число 

появлений события А в трех опытах. Построить ряд распределения и функцию 

распределения. Найти математическое ожидание, дисперсию и 

среднеквадратичное отклонение случайной величины Х. 

Ответ: mx = 1,2; Dx ≈ 0,72; σx ≈ 0,85. 

7. Случайная величина Х подчинена законы Симпсона («закону равнобедренного 
тре- угольника» на участке от «-a» до «+a») 

a) Написать выражение плотности 
распределения. б)  Построить график функции 

распределения. 

в) Найти числовые характеристики

 случайной величины Х: mx ; Dx ; σx . 

г) Найти  вероятность попадания
 случайной величины Х в 

интервал [−a/2 ; a]. 
Ответ: mx = 0; Dx = а2/6; σx =а/√6; Р = 7/8. 

 

Критерий оценивания типовых практических заданий. 

Правильно выбраны и применены формулы, а также доказана и 

объяснена причина их выбора, приведены все необходимые расчеты и получен 

правильный числовой результат. 

 
ПК-21: Способен применять современную теоретическую математику для разработки новых 

алгоритмов и формулирования перспективных задач ИИ 

ПК-21.2. Применяет аппарат теории вероятностей, матстатистики и теории информации для 
формулирования и анализа задач искусственного интеллекта наук в профессиональной 

деятельности 
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Знать   

основы вероятностной постановки задачи машинного обучения; аппарата для анализа моделей и процесса 
обучения, алгоритмы интеллектуальной обработки данных; применение аппарата теории вероятности в 
конкретных областях ИИ  
Уметь   

применять ИИ для вероятностной постановки проблемы, формулировать задачу обучения как задачу поиска 
условного распределения P(Y/X), проводить формальный вывод функций потерь (кросс-энтропия, MSE) из 
принципа максимального правдоподобия (MLE) и максимальной апостериорной вероятности (MAP)  
Владеть   

современными средствами ИИ для анализа данных (закон распределений, обнаружение смещений Data Drift); 

анализа моделей, оценки неопределенности 

 

Типовые тестовые вопросы: 

1. Какова основная цель применения аппарата теории вероятностей в задачах машинного 

обучения? 

а) Ускорение процесса обучения модели. 

б) Упрощение программной реализации алгоритмов. 

в) Формализация неопределенности и стохастической природы данных. 

г) Увеличение объема обучающей выборки. 

2. Функция потерь "Кросс-энтропия" в задаче классификации может быть выведена из 

принципа... 

а) Минимального квадрата ошибки. 

б) Градиентного спуска. 

в) Максимального правдоподобия (MLE). 

г) Линейной регрессии. 

3. Какое понятие теории вероятностей является фундаментальным для описания и 

обнаружения "Data Drift" (смещения данных)? 

а) Математическое ожидание. 

б) Распределение вероятностей. 

в) Формула Бернулли. 

г) Дисперсия. 

4. Принцип максимальной апостериорной вероятности (MAP) отличается от принципа 

максимального правдоподобия (MLE) тем, что... 

а) MLE работает только с непрерывными данными. 

б) MAP включает априорное распределение параметров модели. 

в) MLE требует меньше вычислительных ресурсов. 

г) MAP не может быть использован в байесовских методах. 

5. Задача обучения модели машинного обучения с учителем часто формулируется как 

поиск... 

а) Минимума функции многих переменных. 

б) Условного распределения P(Y|X). 

в) Совместного распределения P(X, Y). 

г) Безусловной вероятности P(X). 

6. Какой аппарат математической статистики используется для оценки 

"неопределенности" предсказаний модели? 

а) Проверка гипотез о математическом ожидании. 

б) Доверительные интервалы. 

в) Критерии согласия. 

г) Точечные оценки. 

7. Байесовские нейронные сети непосредственно используют... 

а) Формулу полной вероятности для предобработки данных. 
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б) Формулу Байеса для оценки неопределенности весов сети. 

в) Теорему Муавра-Лапласа для активации нейронов. 

г) Числовые характеристики для нормализации входов. 

8. Проблема "переобучения" (overfitting) модели напрямую связана с такой 

статистической характеристикой, как... 

а) Математическое ожидание. 

б) Дисперсия. 

в) Асимметрия. 

г) Медиана. 

9. Какой раздел теории вероятностей лежит в основе работы генеративно-состязательных 

сетей (GANs)? 

а) Схема независимых испытаний Бернулли. 

б) Теория случайных процессов и сходимости распределений. 

в) Цепные дроби. 

г) Распределение Пуассона. 

10. Для анализа взаимосвязи между признаками в наборе данных перед построением 

модели ИИ наиболее полезным является вычисление... 

а) Дисперсии каждого признака. 

б) Корреляции между признаками. 

в) Математического ожидания целевой переменной. 

г) Моды категориальных признаков. 

Типовые теоретические вопросы 

1. Сформулируйте задачу обучения модели машинного обучения с учителем, используя 

терминологию теории вероятностей. 

Ответ: Задача заключается в нахождении условного распределения P(Y|X) целевой переменной 

Y относительно признаков X. 

2. Какой принцип лежит в основе вывода функции среднеквадратичной ошибки (MSE) для 

задачи регрессии? 

Ответ: Принцип максимального правдоподобия (MLE) в предположении, что ошибки модели 

распределены нормально. 

3. Что такое "Data Drift" (смещение данных) с точки зрения математической статистики? 

Ответ: Это изменение распределения вероятностей входных данных (P(X)) или распределения 

"цель-признаки" (P(Y|X)) с течением времени. 

4. Какая информация, с точки зрения теории информации, содержится в функции потерь 

"Кросс-энтропия"? 

Ответ: Она измеряет расхождение (относительную энтропию, дивергенцию Кульбака-

Лейблера) между истинным распределением целевой переменной и предсказанным моделью 

распределением. 

5. Чем точечная оценка параметра модели отличается от байесовского подхода? 

Ответ: Точечная оценка дает одно значение параметра (например, MLE), в то время как 

байесовский подход оценивает все апостериорное распределение параметра, учитывая 

априорные знания и данные. 

6. Как формула Байеса применяется в наивных байесовских классификаторах? 

Ответ: Для вычисления апостериорной вероятности класса при условии признаков: 

P(Класс|Признаки) ∝ P(Признаки|Класс) * P(Класс), где делается предположение о 

независимости признаков при условии класса. 

7. Для чего в машинном обучении используются доверительные интервалы? 

Ответ: Для оценки неопределенности точечных прогнозов модели или оценок ее параметров. 

8. Какая теорема теории вероятностей обосновывает сходимость частоты события к его 

вероятности при увеличении числа испытаний и почему это важно для ИИ? 
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Ответ: Закон больших чисел. Он важен для обоснования сходимости эмпирических оценок (на 

обучающей выборке) к истинным математическим ожиданиям, что является основой 

устойчивости обучения моделей на больших данных. 

9. Что характеризует ковариационная матрица в контексте анализа многомерных данных для 

ИИ? 

Ответ: Она характеризует линейную зависимость и масштаб изменчивости между всеми парами 

признаков в наборе данных. 

10. Какая связь между регуляризацией в машинном обучении и принципом максимальной 

апостериорной вероятности (MAP)? 

Ответ: Некоторые виды регуляризации (например, L2-регуляризация) эквивалентны наложению 

априорного распределения (гауссовского) на параметры модели в рамках MAP-подхода. 

 

Типовые теоретические вопросы на экзамен по дисциплине. 

1. Пространство элементарных исходов. Понятие случайного события. 

2. Алгебраические операции над событиями 

3. Классическое определение вероятности. Свойства вероятности. 

4. Геометрическая вероятность. 

5. Статистическая оценка неизвестной вероятности. 

6. Аксиоматическое определение вероятности. 

7. Аксиоматическое определение вероятности. Следствия из аксиом. 

8. Условная вероятность. 

9. Теорема умножения вероятностей. 

10. Формула полной вероятности. 

11. Теорема гипотез (формула Байеса). 

12. Последовательность независимых испытаний. 

13. Обобщение формулы Бернулли. 

14. Теорема Пуассона. 

15. Предельные теоремы в схеме Бернулли. 

16. Локальная теорема Муавра – Лапласа. 

17. Интегральная теорема Муавра – Лапласа. 

18. Случайные величины. Примеры случайных величин. Функция распределения. 

19. Функция распределения и её свойства. 

20. ДСВ и НСВ. 

21. ДСВ. Ряд распределения. Многоугольник распределения. Функция распределе- 

22. ДСВ. Числовые характеристики ДСВ. 

23. Случайные величины. Закон распределения СВ. Виды законов распределения. 

24. Примеры дискретных законов распределения. 

25. НСВ и способы их задания. 

26. Плотность распределения вероятностей и её свойства. 

27. Интегральный и дифференциальный законы распределения. 

28. Распределение НСВ. Примеры непрерывных законов распределения. 

29. Числовые характеристики СВ. Математическое ожидание. 

30. Числовые характеристики СВ. Дисперсия. 

31. Математическое ожидание и дисперсия классических распределений. 

32. Теоремы о математическом ожидании и дисперсии. 

33. Моменты. Начальные моменты. 

34. Моменты. Центральные моменты. 

35. Связь между начальными и центральными моментами. 
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36. Моменты. Центральные моменты высших порядков (коэффициенты асиммет- рии и 

эксцесса). 

37. Моменты двумерного случайного вектора. Коэффициент корреляции 

38. Многомерные функции распределения. Свойства функций F(x,y). 

39. Дискретные случайные векторы. 

40. Непрерывные случайные векторы. Свойства плотности распределения f(x,y). 

41. Основные понятия математической статистики. 

42. Критерии и методы оценки параметров. 

43. Статистические гипотезы и критерии 

44. Формулировка задачи машинного обучения с учителем в терминах теории 

вероятностей через условное распределение. 

45. Исследование принципов максимального правдоподобия (MLE) для вывода 

функции потерь в задачах регрессии (MSE) и классификации (кросс-энтропия). 

46. Байесовский подход к машинному обучению  

47. Принципиальное отличие байесовского подхода к машинному обучению от 

частотного (MLE). 

48. Применение формулы Байеса для оценки неопределённости в байесовских 

нейронных сетях. 

49. "Смещение данных" (Data Drift) и "смещение модели" (Model Drift) с точки 

зрения теории вероятностей. 

50. Инструменты математической статистики используемые для обнаружения 

"смещение данных" (Data Drift) и "смещение моделей" (Model Drift). 

51. Использование числовых характеристик (математическое ожидание, 

дисперсия, ковариация) на этапе предобработки данных (feature engineering) 

для искусственного интеллекта.  
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