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O01IHe MoJ10KeHus

OneHouHble MaTepuagbl — 3TO COBOKYNHOCTh  Y4eOHO-METOJIUYECKUX MaTepHalloB
(MpakTHYECKUX 3aJaHui, OMUCAHUN (OPM U TPOIEAYp MPOBEPKH), MPEAHA3HAYCHHBIX IS OLEHKH
KauyecTBa OCBOEHUS 00YyJaroNMMHUCS JaHHON quciuIuimHbl kKak gactu OTTOIT.

[lenb — OLIEHUTH COOTBETCTBUE 3HAHUM, YMEHUN U BIAJACHUN, IPUOOPETEHHBIX 00yUYarOIUMCS
B TIpolLlecCe U3y4YeHMs AUCUUIUIMHBL, 1ensiM u TpeboBanusmM OIIOII B xome mnpoBeneHUs
IIPOMEKYTOYHOHN aTTECTAIUU.

OcHoBHas 3a1a4a — o0ecreynThb OLIEHKY
o0mienpodeccuoHaNbHBIX U TPOGECCHOHATBHBIX KOMIETEHIINH.

Konrpons 3HaHuii 0Oydaromuxcss NPOBOAUTCS B (opmMe NPOMEKYTOUHOH aTTeCTaIUH.
[TpomexxyrouHass arrtecranus mpoBoauTcs B Qopme 3adera. dopma mpoBereHus 3adera —
TECTUPOBAHUE, NMUCHBMEHHBIH ONPOC IO TEOPETHUYECKMM BONPOCAM U BBIIOJHEHUE MPAKTUYECKUX
3aJaHuH.

YPOBHS c(OpMHPOBAHHOCTH

Onucanne nmokasarejei u KPUTEPUEB OLICHUBAHUA KOMIIeTeHIInii

CdopMHUpOBaHHOCTh KaXJAOH KOMIIETEHIMH (MJIM €€ 4YacTHU) B paMKaX OCBOCHHUS JTaHHOMN
JUCLIUIUIMHBI OLIEHUBAETCS 110 TPEXYPOBHEBOM 1IKaje:
— TIOPOTOBBI YpPOBEHb SBIIAETCS OOS3aTENBHBIM JUIsI BCEX OOYYAIOMIMXCS IO 3aBEpILCHUH
OCBOCHMS JUCLUIUINHBL,
— TPOABUHYTHIM YpPOBEHb XapaKTepU3YyeTCsl IPEBBILIEHMEM MHWHHUMAJIbHBIX XapaKTEPUCTUK
c(hOpMHUPOBAHHOCTH KOMIIETEHITUH MO 3aBEPIICHUH OCBOCHUS JUCIHUILTNHBI,
YPOBEHb  XapaKTepU3yeTCs
KOMIIETEHIINM u SBJISIETCSI
CaMOCOBEPIIEHCTBOBAHMS.

MaKCHUMaJIbHO BO3MOKHOM BBIPAXXCHHOCTBIO

OPHUCHTHPOM JIIsL

—  DTAJIOHHBIU

BaXHbIM Ka4CCTBCHHBIM

YpoBeHb 0CBOCHUS KOMIIETEHUHH, (POPMUPYEMbIX JUCHUIIIMHOM

Onucanmne KPUTECPHUEB H IIKAJbI OHCHUBAHUA TCCTUPOBAHUA

Ixaja oueHUBaHUA Kpurepuii
3 6amna YPOBEHb YCBOEHHs MaTepuaya, IpeIyCMOTPEHHOrO IPOrpaMMOil:
(3TaJIOHHBINA YPOBEHB ) MIPOLIEHT BEPHBIX OTBETOB HA TECTOBBIE BONPOCH! OT 85 10 100%
2 Gamna YPOBEHb YCBOEHHS MaTepuaia, IpelyCMOTPEHHOI'O MPOrpaMMON:
(MpOIBUHYTHIN YPOBEHb) | IPOIIEHT BEPHBIX OTBETOB Ha TeCTOBbIE BOmpockl oT 70 10 84%
1 Gayn YpOBEHb YCBOEHMsSI MaTepuaia, MpelyCMOTPEHHOIO MpPOrpamMMON:
(TOpOroBBIi YPOBEHB) IIPOLIEHT BEPHBIX OTBETOB Ha TECTOBBIE BONPOCH! 0T 50 10 69%
0 6amoB YPOBEHb YCBOCHHMs MaTepHaja, MPEeLyCMOTPEHHOIO MPOrpaMMON:
IIPOLIEHT BEPHBIX OTBETOB Ha TeCTOBBIE Bonpockl oT 0 10 49%

Onncanne KPUTEPHEB U MIKAJIbI OLEHHBAHUS TEOPETHYECKOT0 BONPOCa:

Ixana oneHUBaHUSA

Kpurepuii

3 6amna
(3TaJIOHHBIN YpOBEHB)

BBICTABJIACTCA CTYACHTY, KOTOpBIﬁ JaJl MOJHBIM OTBET Ha BOIIPOC,
IToKasa FJ'IY6OKI/I€ CUCTECMATHU3UPOBAHHLIC 3HAHHWA, CMOI' IPUBECTU
INpUMCEPHBI, OTBECTHUJI HA HOIMOJIHUTCIIBHBIC BOIIPOCHI IPCIIOAABATCIIA

2 Gama
(MpOBUHYTHIN YPOBEHD)

BBICTABJIETCS CTYIEHTY, KOTOPBIN Jajl MOJHBIA OTBET Ha BOIPOC,
HO Ha HEKOTOpbIE JOIOJHHUTENIbHBIE BOMPOCHI IMpernojaBaTems

OTBCTHJI TOJIBKO C IIOMOIIbIO HABOIAIIHNX BOIIPOCOB

1 Oamn

BBICTABJIACTCA CTYACHTY, KOTOpBIﬁ Jan HEIIOJIHBIN OTBET Ha BOIIPOC




(TIOpOroBBIi YPOBEHB) B OWJIETE U CMOT OTBETUTH Ha JOIOJIHUTEIbHBIE BOIIPOCHI TOIBKO C
IIOMOLLBIO MPENogaBaTeNs

0 6amioB BBICTABIISICTCA CTYAECHTY, KOTOPBI HE CMOI OTBETUThH HA BOIIPOC

Onucanue KPUTEPUEB U IIKAJbI OIICHUBAHUA MPAKTUYECCKOI'0O 3aITaHUA:

HIxkana oueHuBaHUA Kpurepuii

3 Gamna 3aiaua perieHa BepHO
(3TaJIOHHBIN YPOBEHB)

2 Gamta 3amaua perieHa BEPHO, HO HMMEIOTCS HETOYHOCTH B JIOTHKE

(MPOABUHYTHIM YPOBEHb) | peIICHHS
1 Gann 3amaua pemieHa BEpHO, C JONOJHUTEIBHBIMU  HAaBOJSIIMMHU

(OpOroBbIi YpOBEHB) BOIIPOCAMH IIPENOAaBaTeNs

0 6amoB 3agada He pelieHa

Ha npomexyTouHylo aTTecTaliio (3a4eT) BBIHOCHTCS TECT, JIBa TEOPETHYECKHX Borpoca u 1
3ama4a. MakCUMaJbHO CTYACHT MOKeT HaOparh 12 GammoB. MToroBelii cymMmapHbIid Oalll CTY/ACHTA,
MOJTYYEHHBIN MIPH MPOXOXKICHUH ITPOMEKYTOUHON aTTECTAIMH, IEPEBOIUTCS B TPAAUIIHOHHYIO (hopMy
10 CCTEME «3aUTEHO» U «HE 3aUTEHO».

OueHKH «3a4TEHO» 3aCIyXKHUBaeT OOydaloOLIUICs, MPOAEMOHCTPUPOBABIINN TOJHOE 3HAHUE
Marepuajga HM3yYeHHOH JWCHUIUIMHBL, YCBOMBIIMKA OCHOBHYIO JIUTEPATypy, PEKOMEHOBAHHYIO
pabouelf mporpaMMoil JUCUMIUIMHBL, TOKa3aBIIWKA CUCTEMATHYECKUW XapakTep 3HaHU 1o
TWMCHIUTUTMHE, OTBETUBIIMK HA BCE BOIPOCHI OWMJIETa WIIM JIONMYCTUBIIMKA TOTPEITHOCTH B OTBETaX Ha
BOINPOCHI, HO OOJIafalomuii HEOOXOAWMBIMU 3HAHUSAMM JUIi MX YCTPAaHEHHMsS MOJ PYKOBOJACTBOM
TIpeno/IaBaTes.

JIONOMHUTENBHBIM ~ YCJIOBUEM TIONYYEHHUS OLEHKH <«3a4T€HO» MOTYT CTaThb YCIEeXH IpHu
BBITIOJIHEHUH JTA0OPATOPHBIX padoT, CHCTEMaTHYeCcKasi akTUBHAs paboTa Ha 1abopaTOPHBIX padoTax.

OneHka «3a4TeHO» BBICTABISICTCS CTYJCHTY, HaOpaBmemy 4 wu Oonee OamnoB mpu
MIPOMEKYTOUHON aTTECTALIUH.

OueHKH «He 3a4YTeHO0» 3aCIY)KHBaeT OOYYArOIIMKCS, MPOJEMOHCTPHPOBABIIUI Cephe3HbIE
poOenbl B 3HAHUSAX OCHOBHOT'O MaTepuaia U3y4YeHHON JUCIMILIMHBI, He OTBETUBIIUIN Ha BCE BOIPOCHI
Ousera M JOMOIHUTENFHBIE BOIPOCH. Kak mpaBuiio, OIeHKa «HE 3a4TEHO» CTABHTCS O00YJaromuMCs,
KOTOpbIE HE MOTYT MPOAOKUTH OOydeHHe Mo 0OpazoBaTeNbHON Mporpamme 0e3 TOMOTHUTETbHBIX
3aHSATHA 1O COOTBETCTBYIOWIEH JucHUIUIMHE ((GOPMHUPOBAHHWS W PA3BUTHUS  KOMIIETCHITUH,
3aKperUICHHBIX 33 JAHHOW JUCLIUIUIMHOMN).

OleHKa «HE 3a4TEHO» BBICTABISIETCA CTYACHTY, HaOpaBmieMy MeHee 4 OalioB — mpu
IIPOMEKYTOYHON aTTECTALUU.



Kon Pe3yabTatsl ocBoenunst OITOII
KOMIIETeHIIU U Conepxxanue KoMNeTeHUM

CrocobeH TpOeKTUPOBaTh MPOrpaMMHOE OOECleueHUuEe C MCIOIb30BaHUEM

IK-1 COBPEMEHHBIX HHCTPYMEHTAJIBHBIX CPEJICTB

IIK-1.1. IIpoexTupyeT U pa3padaTbiBaeT NporpaMMHoe obecrieyeHue
IIK-1.2. IlpuMeHsieT cOBpeMeHHble MHCTPYMEHTAJbHbIE CpeAcTBAa MNpu pa3padoTke
NPOIrPAaMMHOI0 o0ecrnedeHust

CrnocobeH npuMeHsTh s3bIKU IporpammupoBanus C/C++ s penieHus 3aaad B

NK-9 obmactu U

IIK-9.1: PaspabGarbiBaer M oTjaxkuBaeT 3(Q¢eKTHBHbIC MHOIONOTOYHbI¢ pemieHus Ha C++,
TeCTHPYeT, HCNBITHIBAET U OLIEHNBaeT KAa4eCTBO TAKHX pPelleHui

IIK-9.2: Pa3pabarbiBaeT u otTiasxkuBaetr cucreMbl UM Ha C++ moa KOHKpeTHbIe anmnapaTHbIe
m1aT(GopMbI ¢ OTPAHMYEHUSIMH 110 BHIYUCIUTEIBLHOI MOIIHOCTH, B TOM 4YHCJIe VI BCTPOEHHBIX
cucTem

HacnopT OLHCHOYHBIX MAaTCPHAJIOB IO TUCHUIIJTUHE

KonTtposmmpyembie pa3aesnsl (TeMbl) Kon xonrpostupyemoii | Bun, meron, popma
AU CHMILIHHBI KOMIIeTeHIIUH OII€HOYHOT' 0
(nsm e€ yacTu) MepONpUATUA

Tema 1. OOmmas xapakTepuCTHKA NapajIeIbHbIX
BBIYMCIIUTEIIBHBIX CUCTEM. TEHIEHIINN Pa3BUTHUSA IK-1.1 3auer
COBPEMEHHBIX NTPOLIECCOPOB

Tema 2. [TapasensHble BEIYUCICHUS. METPUKH U

. [IK-1.1 3auer
3aKOHOMEPHOCTH TMapalijieIbHbIX BHIYUCICHHH

Tema 3. Beenenue B SIMD-unctpykiuu B C++ I1K-9.1 3aver

Tema 4. TexHonorus napamienbHOro

I1K-9.1
nporpamMmmupoBanust OpenMP 9 3ager

Tema 5. TexHonorus napamienbHOro
[POrpaMMHUPOBAHUS [UIs TpaprUUeCcKuX I1K-9.2 3auer
nporieccopos CUDA

Tewma 6. TexHomOrUs MapaIeTHHOTO
[IPOrPaMMHUPOBAHUS IS TPaPUIECKUX I1K-1.2 3auer
mporieccopoB OpenCL

Tema 7. TexHOMOrHs MapayIeIbHOTO

[1K-1.2 3auer
nporpammupoBanus MPI




THUITOBBIE KOHTPOJIBHBIE 3ATAHUA UJIM UHBIE MATEPUAJIBI

IIpome:kyTOouHasi aTTecTanus B (popMe 3auera

Kon PesyabTarsl ocBoenust OIIOII
KOMITeTeHIIM U Coaepikanue KOMIeTeHIM I

CriocobeH IMPOCKTUPOBATL IMPOI'PaMMHOC oOeclieyeHre C HCIOJIb30BAaHUEM

IK-1 COBPEMEHHBIX HHCTPYMEHTAIIBHBIX CPEJICTB

IIK-1.1. IlpoexTupyeT U pazpadaTbiBaeT NporpaMMHoe obecrieyeHue

Tunosblie TECTOBbIE BONPOCHI:

l. BBIUMCJICHHUSI - 3TO OJHOBPEMEHHOE BBINOJIHEHHE HECKOJBKUX BBIYUCIUTEIBHBIX
MPOILIECCOB IS PEIICHUS OJHOM 3a1a4H.
Omeem: I[lapannenvhovie

2. Knmaccudukanus ®auHHA BBIACIAET YEThIpe apXUTEKTyphl: SISD, , MISD u
Omeem: SIMD, MIMD

3. SISD o3nauaer: Instruction, Data.
Omeem: Single, Single

4. SIMD o3Hauaer: Instruction, Data.
Omeem: Single, Multiple

5. OcHOBHBIE YPOBHH MapajuieIn3Ma: MUKPOYPOBEHb, , YDOBEHb IIOTOKOB, YPOBEHbB 3a/1a4.
Omegem: ypogenvb KOMAaHO

6. — 3TO Mepa OTHOIICHHUS 00beMa BBIUMCIICHUH, BBITIOJTHEHHBIX B TApaJIJICIFHON 3a7a4e,
K 00beMy KOMMYHUKAITUH
Omeem: I panynaprnocms

6. 3akoH YTBEPKJIaeT, YTO MAKCHUMaJIbHOE YCKOPEHUE OrPaHUYEHO JIOJIEH MOCieI0BaTeIIbHOM
9aCTH IPOTPaMMBL.
Omeem: Amoana

7. 3aKoH IPEIOJIAraeT, 4To 00bEM 3a/1a4l pacTET BMECTE C YUCIIOM IIPOLIECCOPOB.
Omeem: ['ycmascona

8. — O3TO OTHOLICHHE BPEMEHH, 3aTPauuBacMOro Ha IPOBEJCHHE BBIYKMCICHHNM Ha
onHomnpoueccopHoil BC, ko BpeMeHM pelleHus TOH K€ 3aJaud Ha NapajjesIbHOM N-IIPOLECCOPHON
CUCTEME.

Omeem: Yckopenue

9. ®opmyana 3akona Amuana: S = 1/ (f + (1-f)/p), rue £ — mons YaCTH MMPOrPAMMBL.
Omeem: nocnedogamenbHoll

10. ApxuTekTypa, rie HeCKOJIbKO MPOIIECCOPOB UMEIOT JAOCTYI K OOIIel MaMsTH, Ha3bIBAeTCs
APXUTEKTYpPOH C .
Omeem:. obwell namsamoio.



11. Yo Takoe yckopenue (Speedup) B napajuieIbHbIX BbIYUCICHUSIX ?

1. OTHoOMIEHNE YKCIa MPOLIECCOPOB K BPEMEHU BBIOIHEHUS

2. Pa3HOCTb BpEMEH I10CJIE10BATEIbHOI0 U apaJljIeIbHOIO BBIITOIHEHUS

+3. OTHOIIEHNE BPEMEHH TOCIEA0BATEILHOI'0 BBIIMOJIHEHHS K MapauIeIbHOMY
4. IlpousBeneHne BPEMEHHU BBITIOJTHEHMSI HAa YKCIIO POLIECCOPOB

12. Kaxkoii 3aK0H onpe/enser mpeienbHoe YCKOpeHue Mpu (UKCHPOBAHHOM pa3Mepe 3a1auu?
1. 3akon Mypa

+2. 3akoH AMpaana

3. 3akoH HeroTOHa

4. 3akon ['ycTaBcoHa

13. Yo Takoe 3¢ peKTHBHOCTH NAPALICJbHOH IPOrpaMMbl?
+1. OTHOIIEHNE YCKOPEHHUSI K YUCITY MPOIECCOPOB

2. OTHoOLIeHHE YHClla IPOIIECCOPOB K YCKOPEHUIO

3. Pa3HoCTh yCKOpEHHs U YHCiIa MPOLIECCOPOB

4. CymMMa yCKOpPEHUS U YUCIIa MPOLIECCOPOB

14. Kaxoii 3aK0H siBJIsIeTCs] a1bTEPHATHBOM 3aKOHY AMana?
1. 3akon Mypa

+2. 3akon ['ycraBcona-bapcuca

3. 3akoHn [Tapeto

4. 3akoH Metkanga

15. Yrto xapakTepu3yeT apXuTEKTYpPYy € 00111eii maMATbHI0?
1. Kaxnplii mporieccop UMEET CBOIO JTOKAbHYIO TaMSITh

+2. HeckoJBbKO MTPOIIECCOPOB HMEIOT TOCTYI K OOIICH MaMsTh
3. [amsATh pacmpeneneHa Mexay y3JiaMu

4. OTcyTCTBUE pa3AeTsieMOi MaMATH

16. Kakas apxuTeKkTypa mpeamoJsaraer, 4Yro KasKIblii INPOLeEcCOP HMMeeT CBOI JIOKAJIbHYIO
NaMATh?

1. ApxuTexTypa ¢ o0mIei maMsIThIo

2. 'mOpumHas apXuTekTypa

3. LlenTpanu3oBaHHasi apXUTEKTypa

+4. ApXuTeKTypa ¢ pacupeieIeHHON NaMsThio

17. Kakass MeTpuka NOKa3bIBaeT, HACKOJIbKO XOPOIIO MCHOJbL3YIOTCS JAONOJHHUTEIbHbIE
npoueccopbi?

1. bamancupoBKa Harpy3Kku

2. YckopeHue

+3. D¢ hexTUBHOCTD

4. MacmtabupyemMocThb

18. YUrto Takoe napaJjuiein3M Ha ypoBHe 3a1a4?
1. OnuHakoBbIe orepaluy HaJl Pa3HbIMH TaHHBIMU
+2. Pa3nble onepanuu HaJy pa3HbIMHU JAHHBIMU

3. [locnenoBarenbHOE BHIMIOTHEHHE 33144

4. Tonbko mapasuienbHas 00paboTka n300pakeHun

19. Kakas u3 nepeuuciennsix npodjaem HE xapakrepHa niis1 mapaJuieIbHbIX BbIYUCICHUN ?
1. HaknagHble pacxo/ibl KOMMYHUKaLUN
2. HepaBHOMEPHOCTH Harpy3Kku



3. YBenuueHue 1mociae1oBaTeIbHbIX YacTei Koaa
+4. OTcyTcTBHE HEOOXOJUMOCTH B CHHXPOHU3ALIUH

20. MosxeT Jin mporpaMma ObITh MOJTHOCTBIO pacnapaJlieJIeHHOM ?
1. nporpamma Bcerjia He MOXKET OBITh pacrapauIeeHa;

+2. mporpaMMa MOXXET ObITh pacnapaielieHa, HO He MOJIHOCTBIO;

3. mporpaMma BCer/ia MOXeT ObITh pacrnapajjieseHa.

4. mporpaMma Bceria MOKeT ObITh TOJIBKO MOCIIEI0BATEIbHOM.

TunoBbie TEOPETUIECCKUE BOIIPOCHI:

1. Yo Takoe nmapaJjiejbHble BBIYUCICHHUA?
Omeem: Omo 00HOBpeMeHHOe BbINOIHEHUe HECKONbKUX GbIYUCTIUMENbHbIX NPOYeccos OJisi peuleHusl
00HOU 3a0ayu, NO360JIAIOUiee COKPAMUMb 00Ujee 8pemMsl peUuleHUs.

2. Kakue uerpipe KJjacca apxXuTeKTyp BblaeasieT TakcoHomuss ®duunHa? KpaTtko onmuimre
KaKIblii.
Omeem:
- SISD — 00un nomox uncmpykyuti, 00uH nomok 0anHwix (kiaccuyeckuii nocieoosamensvuwiti CPU),
- SIMD — 00un nomox uncmpyxyuii, Heckonbko nomoxos oanuwix (GPU, sekmopHbvle npoyeccopwi),
- MISD — neckonvko nomoxos uncmpykyuti, 00Ul NOMoK OAHHbIX,
- MIMD — mueckonvko nomoxos uncmpyxyutli u oanHvlx (mHoeosoepuvle CPU, xnacmepwol, MPI-
cucmembwt).

3. Yo Takoe napajiean3m Ha ypoBue 3aaa4u (Task Parallelism)?
Omeem: Pasnvle onepayuu 6bINOIHAIOMCS NAPAICIbHO HAO PA3HBIMU OAHHLIMU UL PASHBIMU
yacmamu 3a0ayu.

4. Yo Takoe yckopenne (Speedup) B napa/uieibHbIX BBIYHCICHUSIX ?
Omegem: Omnowenue epemeny GbINOIHEHUS NOCIE008AMENbHOU NPOSPAMMbL K 8PEMEHU GbINOJIHEHUs.
napannenvrou eepcuu: S(N) = T(1) / T(n)

5. Yto onuchIBaeT 3aK0H Amaaja?
Omeem: [Ipedenvroe yckopenue npo2pammol npu GUKCUPOBAHHOM PA3MeEPe 3a0aYlL:
S(n) =1/ (f+ (1-f)/n), 20e f - donst nocnedosamenvroit uacmu.

6. Yto Takoe 3¢ pexTuBHOCTH (Efficiency) napajnenbHoi nporpamMmmsi?
Omeem: OmHowenue yckopenusi K uuciy npoyeccopos: E(M) = S(n) In, noxaswieaem, nackonvko
¢ pexmusHo ucnonL3yIOmMes npoyeccopbi.

7. Uto Takoe HakJaaHble pacxoabl (Overhead) B mapasiesibHbIX BBIYMCIEHUAX?
Omeem: J[ononrHumenvhvie 3ampamvl 6pPEMEHU HA OP2AHU3AYUIO NAPATLIEeNbHO20 BbINOJIHEHUs
(CuHXpoHU3aYUsL, KOMMYHUKAYUSL, YNpaBieHUe).

8. UTto Takoe MacmITabupyeMoCTh NapajiebHON MPOrpaMmbl?
Omegem: CnocobHocms npocpamMmvl  YEeIUdUsams  NPoOU3BOOUMENbHOCb Npu  000asieHuu
BLIYUCTIUMETILHBIX PECYPCO8.

9. Yto onucekiBaet 3akoH I'ycraBcona-bapcuca?
Omegem: Anbmepnamusa 3aKOHy Amoana, yuyumuléarowas yeeiudeHue pamepa 3a0auu ¢ poCcmom

yucaa npoyeccopog: S(n) = f+ (1-f) xn

10. Kakue ¢akTopbl OrpaHHYUBAIOT YCKOPEHHE B TAPAJ/IEIbHBIX IPpOorpaMmmax?



Omeem: [locnedosamenvbHbie yacmu Kood, HAKIAOHbIE PACX00bl KOMMYHUKAYUU, HEPABHOMEPHOCMb
HA2py3KU, KOHGIUKMbL OOCMYNA K pecypcam.

IIK-1.2. IIpumeHsieT COBpeMEHHbIe HMHCTPYMEHTAJIbHbIEe CpPeACTBA MNpPH pa3padoTke
NPOrpaMMHOIo odecrneyeHust

IIporpammublii nuaTepdeiic 1is nepegaun unpopmauun MPI
1. {nst pabotsl ¢ MPI B iporpamme Ha C HE0OXOAMMO MOAKIIOYUTE 3ar0JIOBOUHBIN (aiin

Omeem: mpi.h

2. Nanmmanu3anus MPI BeimonHseTcs BEI30BOM (pyHKIUU
Omeem: MPI_Init

3. 3aBepuienue pabotsl ¢ MPI BeinonHseTcss BBI30BOM (DYHKLIUN
Omeem: MPI_Finalize

4. CTaHHapTHBIﬁ KOMMYHHUKATOP, 06’56,HHHHIOHlHﬁ BCC ITPOLUECCChI, HA3bIBACTCA
Omeem: MPI_COMM_WORLD

5. Tun manaeix MPI gng double — .
Omeem:. MPI_DOUBLE

6. KonnexktuBHas omneparusi, Ipu KOTOPOH BCE MPOIIECCHI MONIYYAIOT JaHHBIE OT OAHOTO (KOPHEBOTO)
npoliecca, Ha3bIBaeTCs
Omeem: MPI|_Bcast

7. Onepanus-penyKius, COOTBETCTBYIOIIAs CIIOKEHUI0, — ATO
Omegem: MP|_SUM

8. Ilpomecc ¢ panHrom Ha3bIBaeTCs TJIaBHBIM (rOOt-IIpOIlEcCOM) M YacTO HCIOJIb3YeTCs Ul
KOOpAMHALIUK paboTHI.

Omeem: 0O
9. ®ynkiust MPI_Send ucnionb3yeTcs aist coobmenust, a MPI_Recv — st ero .

Omeem: omnpaeku, npuema

10. Ecmu mporpamma paboTaer B peXHMe, 3TO O3HAYaeT, 4TO OTNpaBKa COOOLICHMS
3aBepIIaeTCs, TaKe €CIIM COOTBETCTBYIOMIETO IPHEMa elle He ObUIO.
Omegem: 6Oygepuzosantom

11. Kaxoii 3aro;ioBouHblii ¢aiin Heo6xoanMo noakaruuts B C 15 padorsi ¢ MPI?
1. <mpi.hpp>

2. <mpich.h>

+3. <mpi.h>

4. <message_passing.h>

12. Yro Bo3Bpamaer pynkuus MPI_Comm_rank(MPI_COMM_WORLD, &rank)?
1. O0m1ee Yncio MpoIeccoB

+2. YHUKaJIbHBIA HOMEP TEKYIIETro Mpolecca

3. Unentuduxarop KOMMyHHKaTOpa

4. Pazmep cooOmieHus



13. Kakas omepanus coﬁnpaeT JAaHHBIEC OT BCEX INPOHECCOB U CKRJIAALIBACT HX, pe3yJjbTaTt
MoJIy4aeT TOJbKO KOPHEeBOii nmpouecc?

1. MPI1_Allreduce

+2. MP1_Reduce

3. MPI1_Gather

4. MPI_Scatter

14. Kakue nBe GyHKUUM SIBJSAIOTCH KOJNJIEKTHUBHbBIMH (TpeOyIOT y4acTHsl BceX NpPOLECcCOB B
KOMMYHHUKAaTOpe)?

1. MPI_Send

+2. MPI_Bcast

3. MP1_Recv

+4. MP1_Reduce

15. Kakoii u3 nepeyncjeHHbIX — He SIBJISIeTCS] BCTPOEHHOi onepanueii pexykuuu B MP1?
1. MPI_SUM

2. MPI_MAX

+3. MPI_AVG

4. MPI_PROD

16. Mo:xer sim MP1_Send 6;10kupoBaThCsi, ecjin moJry4yareb emé He BoizBaa MPI_Recv?
1. Her, MPI_Send Bcera HeOIOKUP YIOIIU I

+2. la, crangaptaeiii MP1_Send mosket 610kupoBaThes (PeXKUM CTaHIAPTHBIN)

3. Tombko npu ucnons3zoBannu MPI_ANY_SOURCE

4. TonbKo B pexUMe OTIAJAKU

17. Yro Bo3Bpamaer pynkuusa MPI_Comm_size(MPI_COMM_WORLD, &size)?
1. Panr Tekymiero nporecca

+2. OO11ee KOTMYECTBO MPOIIECCOB B KOMMYHUKATOPE

3. Pasmep coobmieHus B 6aiitax

4. Pazmep Tuna nanasix MPI

18. Yro nenaer ¢pynkuust MPI_Barrier(MPI_COMM_WORLD)?

1. 3aBepmraet paboTy Bcex MPOIIECCOB

+2. briokupyeT BBINOJIHEHUE, 10K BCE MPOLIECCHl B KOMMYHHKATOPE HE TIOCTUTHYT 3TOT'0 BHI30BA
3. Coznaer 6apbep MEXy MPOIECCaMU Pa3HbIX PAHTOB

4. CHHXpOHHU3HPYET TOJIBKO MPOIECCHI C YSTHBIMU PAHTaMU

19. Yto nenaer pynxuusst MPI_Gather?

1. Pacchutaetr jaHHbIe OT OJHOTO MPOIECCA BCEM

2. CymMupyeT IaHHBIE CO BCEX MPOIECCOB

3. CHHXPOHU3UPYET BBIIOJIHEHUE IIPOLIECCOB

+4. Cobupaer JaHHbBIE OT BCEX MPOIIECCOB HA OHOM IPOIIECCE

20. Kakas ¢pyHkmms ucnoJib3yercs Aj1s He0JIOKHUPYIOLIeH OTIPABKHU c000meHns?
1. MPI_Send

2. MP1_Ready
+3. MPI_lIsend
4. MPI_Async
OpenCL - ¢peiimBopk AJ1s1 MapaIeJbHOT0 MPOrPAMMHPOBAHUSA
1. — OTKPBITBIA KpPOCCIUIAT(OPMEHHBIM CTaHAAPT JUIS TETEPOreHHBIX BBIYMCICHHA,

ynpasisiemslid Khronos Group.



Omeem: OpenCL

2. Ins 3anmycka mnpunokeHudt Ha GPU or AMD wmu Intel (6e3 NVIDIA) npeamoururensbHee
UCIIOJIh30BaTh

Omeem: OpenCL

3. YpoBeHb NepEeHOCUMOCTH: paboraer Ha CPU, GPU (NVIDIA/AMD/Intel), FPGA;
— tonbko Ha GPU NVIDIA.
Omeem: OpenCL, CUDA

4. Mopens BemonHeHuss B OpenCL: pabGoume snementsl (work-items) — — JMarna3oH
(NDRange).
Omeem . Work-group

5. B OpenCL ¢yHkIus, BeImoHsAeMas Ha YCTPOMCTBE, HA3bIBACTCS
Omeem: kernel, sopo

6. B monenu BeimonHeHus: OpenCL HanmMeHbImas eauHUIa paOdoThl Ha3bIBACTCS
Omeem: WOrk-item (pabouuii 2nemenm)

7. I'pynma pabounx snementoB B OpenCL Ha3wiBaeTcs
Omeem: WOrk-group (pabouas epynna)

8. N-mepnoe mpoctpancTBo 3nemenToB B OpenCL na3piBaeTcs
Omeem:. NDRange

9. Ilporpamma, koropas BeimonHsercs Ha CPU u ympaBnser BemonHennem Ha GPU, Ha3wiBaercs
MPOTrPaMMOil.
Omeem: xocm-npoepamma (host program)

10. OcnosHoe npeumymecto OpenCL nepexq CUDA - 310 ero
Omeem: kpoccniamgopmenHocms

11. Kakue THNIBI MAMATH ABHO onpeneieHbl B Moaeau namsitu OpenCL?
1. Tonbko ri1odanpHast U TOKAIbHAS

2. TonbKo MpUBaTHAS M ITOCTOSTHHAS

+3. 'mobGanbHast, ToKanbHast, IPUBATHAS U ITOCTOSTHHAS

4. ToabKO K3II-TTaMSITh

12. Yro Takoe kernel-¢pyukuus 8 OpenCL?

1. ®yHKIUS OIEPAIMOHHON CUCTEMBI

2. dyuknus, BeIOIHsAeMas Ha host-mporeccope

+3. OyHKIMA, KOMITUJIUPYyeMasl U BBITTOTHsIeMast Ha ycTpoiictBe OpenCL
4. OynHkms 11 paboThl ¢ daitnamu

13. Kakoii u3 3tux 3TanoB HE siBasiercs yacteio TunuarHoro Workflow OpenCL?
1. Bri6op mnargopmbl U yCTpoiicTBa

2. Co3aHue KOHTEKCTa M ouepeieil KOMaH

3. Kommumsiust kernel Bo BpeMst BBITIOTTHEHUSI

+4. YcTaHOBKa OMEpaluoHHON CUCTEMbI

14. Kakasi ocHOBHasI LleJIb HCIIOJIb30BAHUs JIOKAJIbHOI mamsaTu B OpenCL?
1. YBeanuuth 00beM JOCTYIHON NaMATH
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+2. YMCHBIIUTD 33JICPKKH IIPH JOCTYIIE K YaCTO UCIIOIb3YEMbIM JTaHHBIM
3. XpauuTth pe3ynbratsl BeimonHeHus kernel
4. OOMeHUBAThCS TaHHBIMU ¢ hOSt-porpaMmoii

15. YUro Takoe koHTeKcT (Context) B OpenCL?

1. Ouepenp KOMaH] VI YCTPOMCTBA

+2. Habop ycTpoiCTB, COBMECTHO HCIIONB3YIOIUX PECYPCHI TAMATH
3. IIpoctpancTro BeImonHeHus kernel

4. Pervonsl mamsatu device

16. Kakoii MexaHu3M MCHOJIb3yeTcs 151 ynpaBJieHus BoinonenneM kernel na ycrpoiicre?
1. IToTokm oreparmOHHONW CUCTEMBI

+2. Ouepenu koman (Command queues)

3. HemocpeacTBeHHBIH BBI30B (PYHKIIUI

4. CurHaJpl IpepbIBaHUS

17. Kakoe yTBep:KieHHe 0 IPMBATHON MaMATH BEPHO?
1. Joctymua Bcem Work-items B NDRange

2. Paznensiercs mexxy work-items 8 work-group

+3. [IpuBatHa a1 Kaxaoro work-item

4. Toctynna ¢ host-mporpamMmer

18. Kak mosyuurts riodansublii ID paGouero ajiemenTa B siape?
1. threadldx.x

+2. get_global_id(0)

3. blockldx.x * blockDim.x + threadldx.x

4. work_item_id()

19. Kakme nBe M3 NepeYMCICHHBIX TEXHOJIOIMI SIBJISIIOTC OTKPBITBIMH CTaHAApTamMu (He
nponpueTapHbiMu)?

1. CUDA

+2. OpenCL

3. ROCm

+4. SYCL

20. ITouemy OpenCL oco6enno nosesen A1 embedded- u edge-ycrpoiicTB?

1. Iloromy urto Tpebyet moutHoro GPU

2. [Toromy urto pabortaet Tonbko Ha NVIDIA

+3. Iloromy uro mopnepxuBaercs Ha CPU, GPU, FPGA (B T.4. ARM Mali, Intel iGPU, Raspberry Pi)
4. IToromy uto npome CUDA

TunoBbie TEOPETUIECCKUEC BOIIPOCHI:

1. B uém npunnunuansaoe otnuyne moaenu MPI ot moaenu oOrieit mamsaru (Hanpumep, OpenMP)?
Bapuaum omeema: B MPI npoyeccvt ne umerom obwei onepamueHou Namsamu — KadcOobll
pabomaem 6 U3OIUPOBAHHOM AOPECHOM NPOCMPAHCMEEe U 63AUMOOEUCm8Eyem MmOJbKO uepes
omnpasky/npuém coobuenuti. B OpenMP nomoku pa3zodenaom namsams 00HO20 npoyecca u
CUHXPOHUZUDYIOMCAL.

2. Yto Takoe koMMyHukatop B MPI?

Bapuanum omeema: Kommynukamop - epynna npoyeccos, KOmopwvle MO2Ym 63aumo0etcmseosams
opye ¢ Opyzom.

11



3. Uro takoe panr (rank) mporiecca u nouemy oH HaunHaercs ¢ 07

Bapuanm omeema: Pane — YHUKATbHLIL YELOYUCTEHHbIL UOeHmugukamop npoyecca 8
KoMMyHuxamope (06vtuno om 0 0o size—l1). Hymepayusi ¢ Hyisi RpUHAMA NO AHALO2UU C MACCUBAMU 6
Cu u ynpowaem pacuémel (Hanpumep, oelenue pabomul: npoyecc i obpabamuvléaem OJIOK i).

4. Yro BozBpamaetr ¢pyakuus MPI Comm_ size(MPI COMM_ WORLD, &size) u korga e€ 3HaueHUE
MOKET OTJIMYAThCS OT YKMCJIA 3aMyHIEHHBIX MPOLIECCOB?

Bapuanm omeema: Ona 6038pawaem obujee YUCIO NPOYECCO8 6 KOMMYHUKAMOpE
MPI COMM WORLD. 3uauenue 6cezcoa pagHo UYUCTY NPOYECcos8, 3A0AHHOMY NpU 3aNYyCKe U He
MeHs1emcsl 8 X00e 8bINOIHeHUs.

5. ITouemy MPI Finalize() momkeH BBI3BIBATHCS BCEMHU MPOIECCAMU — U YTO MPOU3O0UIET, €CITU OANH
IPOLIECC €ro NPOMYCTUT?

Bapuanm omeema: Ilomomy umo MPI_Finalize() — xomrexmuenas onepayus: eéce npoyeccol
06s3anbl 8 Hell yuacmeosams. Eciu o0un npoyecc He 8vl308em eé — npozpamma 3a6UcHem, max Kak
ocmanvHvle OYOym HcOams €20 3a6ePUIeHUS.

6. Yem omimaaercs MPI Send or MPI Recv o 6iokupoBke? Moxker mu MPI Send «3aBucHyTh»?

Bapuaum omeema: Obe ¢ynxyuu — onoxupyrowue: MPI Send eozeépawaem ynpaenenue moabko
nocie mozo, Kak coobujeHue MONMCHO 0Oe30nacHo nosmopHo ucnoavzosamv, MPI_Recv — nocne
noanozo npuéma. MPI Send mooicem «3asucuymoy, eciu nonyuamens ne evizeanr MPI RecV.

7. Uto Takoe KoJuteKTHBHAs onepanusi B MPI u ueM oHa otnuvaercs ot TouedHou (send/recv)?

Bapuanm omeema: Konnexmugnas onepayusi — 2mo 8bi308, 8 KOMOPOM YYACMEYIOMm 6ce NPOYeccyl
KommyHukamopa (Hanpumep, MPI Bcast, MPI Reduce). B omauuue om moueyHvlx onepayuil (om
00HO20 K O0OHOMY), KOJIeKMUsHvle 00blYHO Oonee 3¢hghekmusHbl 3a Ccuém ONMUMUSUPOBAHHBIX
aAneopuUmMMO8.

8. B uem cocrout ocHoBHast uzest apxutekrypsl Host-Device 8 OpenCL?

Bapuanm omeema: Host (xoct) ympasmser BoinonnenuemM Ha CPU, Device (yctpoiicTtBo)
BBINIOJIHACT TMapajUieNbHble BBIUUCICHUSA. HOSt KOHTpomupyeT maMmsaTh, oOdYepead KOMaHI W
BhITIOTHEHHE Kernel-gyHkuuii.

9. Uro takoe kernel-dynxius B OpenCL?
Bapuanm omeema: Kernel - ¢ynxyus, evinonrnsemasn na ycmpoiicmee OpenCL. Komnurupyemces o
8peMs GbINONHEHUS U 8bINONIHAEMC A MHOXMcecmaom WOrk-items napannenvho.

10. O6wscHuTe Mepapxuio BeinonHeHus B OpenCL.

Bapuanm omeema: \ork-item (omoenvuwiii snemenm) — Work-group (epynna snemenmos) —
NDRange (sce onemenmsr). WOrk-items e epynne mozym CumxpoHusuposamvcsi u UCHOIb308ANMb
JIOKATIbHYIO NAMSIMb.

11. Kakue ocHOBHBIE KOMITOHEHTHI Tu1atdopmbl OpenCL?
Bapuanm omeema: Ilnamgpopma, ycmpoiicmea, konmekcm, ouepedu Komano, npoepamma, Kernel,
0yghepvl namamu.

12. Yo Takoe NDRange u kakoBa ero poius?
Bapuanm omeema: NDRange - N-ueproe unoexcroe npocmpancmeo, onpeodensioujee 0peanu3ayuio
work-items. 3aoaem enobanvhsiil u 10KaAIBHBLL pazmep O/ NAPAILIEIbHO20 6bINOIHEHUL. *

13. Kakue TUIBI MaMaTH CyIIECTBYIOT B Mozenu namstu OpenCL?
Bapuanm omeema:: I o6anvuas, 10Kkanvhas, npusamuas, nocmosnnas. Paznuuaromes no obaacmu
BUOUMOCIU, BPEMEHU HCUSHU U NPOU3BOOUMETLHOCTIU.
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14. JTnst wero ucnomnb3yercst JIokabHas maMsats B OpenCL?
Bapuanm omeema: /[ns pasoensiemor namsmu enympu WOrk-group. Obecneuusaem 6vicmpulil
oocmyn K OGHHbIM, COBMECMHO UCnob3yembim WOrk-items epynno.

15. Kakue ocHoBHBIE 3Tanbl padoTel ¢ OpenCL nporpammoii?
Bapuanm omeema: Bvibop naamgopmuvl/ycmpolcmea, cozoaHue KoOHmMeKcma U ouepeou,
KOMRUAYUst npoepammol, cozoanue Kernel, evidenenue namsmu, evinonnenue, umenue pe3yivmamos.

CrnocobeH npuMeHsTh s13bIKu porpammupoBanus C/C++ it penieHus 3aaay B

NK-9 obmactu U

IIK-9.1: PaspabGarbiBaer M oTjaxkuBaeT 3(Q¢eKTHBHbIC MHOIONOTOYHbI¢ pemieHus Ha C++,
TeCTHPYeT, HCNBITHIBAET U OLIEHNBaeT KAa4eCTBO TAKHUX pelleHui

Tunosbie TECTOBBIE BOIIPOCHI:

1. [Tepoe SIMD-pacmmpenue mis x86, nmpeacrapinernnoe Intel 8 1997 r., HazpiBamoch
Omeem: MMX

2. ABTOMaTHUYECKAas BEKTOpHU3alUd HUKIIOB KOMIIUIIATOPOM Ha3bIBACTCA
Omeem: asmoeexkmopuzayus

3. s mosicka3ku KOMIMIISITOPY BEKTOpr30BaTh Uk B OpenMP ncrionb3yeTcs: AupeKkTrBa
Omeem: #pragma omp simd

4. TIpu pabore ¢ SIMD BakHO, 4TOOBI JTaHHBIC B MAMITH OBLTH no rpanuie 16, 32 wim 64
Oaiir.
Omeem: 6blpoGHeHb

5. Teopernueckuid TPUPOCT NPOU3BOAUTETBLHOCTH TpH cymMmupoBanuu MaccuBa float c
ucnonb3zoBaHueM AVX (256 6UT) BMECTO CKAISPHOTO KOJa COCTABJISET 10 pas.

Omeem: 8

(256 / 32 = 8 3nauenuii float 3a maxm)

6. VHTpUHCUKH — 3TO GyHKIHMH, KOTOpPhIE KOMIWJISATOP MpeoOpa3yeT B OAHY WIH
HeckosbKo SIMD-unCTpyKIHiA.
Omeem: 6cmpoeHubie

7. BeicokHii ypOBEHb (manpumep, if BHYTpHM m[HKIA) 3aTPyAHSET WIM JelaeT
HEBO3MOXKHOM BEKTOPU3ALIUIO.
Omeem: éemanenus (Ui yCl08HbIX NEPEx000s)

8. SIMD-uHcTpyKIIMM HCTIONHSIOTCS HE Ha OTACIBHBIX fAIpax, a Ha OJ0Kax BHYTPHU OJTHOTO
SIpa Tporeccopa.
Omeem: sexmopuvix (unu SIMD-, ALU-sexmopnbix)

9. Hnsa wucnonp3oBanus SIMD-uHCTpYKIMii B KOJ€ NPOrpaMMHUCT YacTO MOXKET HCIOIb30BaTh
BCTpoeHHbIe GyHKuU (INtriNsSiCS) mim mucath KO Ha
Omeem: accembnepe
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10. UYroObr konm wucnonb3oBand  SIMD-uMHCTpyKIMM, KPUTHUECKHM BaXHO  00eCHeyuBaTh
TAHHBIX B MTaMATH T 3 GEKTHBHOM 3arpy3KH B IIMPOKHUE PETHCTPEI.
Omegem: gvipagnusanue

11. OcnoBnas equnuia padorsl B SIMD — 3o , @ HE OTJICTILHBIN CKaJIsIp.
Omeem: gekmop.

12. Jlns pabotsl ¢ urciaamu oauHapHoi Tounoctu (float) B 128-6utHOM perucTpe MOKHO pa3MECTHTD

3JIEMEHTOB.
Omeem: uemvipe (128 /32 = 4)

13. Eciam koiauuecTBO AIEMEHTOB B MaccuBe He KpaTHo pasmepy SIMD-makera, ocrarormumecs
9JIEMEHTHI OOBIYHO 00pa0aTHIBAOTCS B LUKJIE.
Omeem: cransipHom.

14. OpenMP — sT0 crangapT mis [IapaJUIEIIbHOrO MPOrPaMMHUPOBAHMS Ha SI3bIKAX
C, C++ u Fortran.
Omeem: MHO20NOMOUHO2O.

15. [Insa pacnapannenuBanus nukioB B OpenMP vacTo ucnonbs3yercst AUpeKTUBa
Omeem: parallel for.

16. B OpenMP niepemeHHBIE MOT'YT OBITh OOBSIBIICHBI Kak shared v
Omeem: private.

17. Yucno nmotokoB B OpenMP MOXHO 3a/1aTh ¢ TOMOIIBIO (DyHKIIUA
Omeem: omp_set_num_threads.

18. Jlns mpenoTBpaiienust cocrosiHus ToHku B OpenMP ucnons3yercs qupekruBa
Omeem: critical.

19. OpenMP nonnep>xuBaeT pa3arMyHbIe CXEMBbI pacpeeTIeHUs UTepalyii, TaKue Kak static u
Omeem:: dynamic.

20. Hcnons3oBanue OpenMP 103BOJISIET 3HAYUTEIBHO BpEMs  BBIIIOJIHEHUS
BBIYUCITUTENILHBIX 3a/1a4.
Omeem: coxpamums.

21. Yo takoe SIMD-UHCTPYKIIMM B KOHTEKCTE NAPA/LIeJIbHBIX BbIYHCIEHUI ?

1. MHcTpykumu, npeaHa3HadeHHbIe TONBKO AJIS IOCIe0BaTeIbHOW 00pabOTKU JaHHBIX

+ 2. VHCTpYKIMH, TO3BOJIAIONINE BBINOJHATH OAHOBPEMEHHYIO OOpaOOTKY HECKOIBKHX JaHHBIX
OJTHUM HaOOpPOM KOMaH/T

3. WHCTpyKIIMH, KOTOPBIE 3aMEHSIOT BCE OCTAJIbHBIE BU/IbI MHCTPYKLIMH B ITPOLIECCOPE

4. VHCTpYKIUH, UCIIOIB3yEMbIE TOIBKO B TpauecKuX Mmporeccopax

22. Kakoe mnpeumyliectBo JgaeT wucnojb3oBanue SIMD-uHcTpyknuii npum o0padoTke
MYJbTHMETUITHBIX JAHHBIX?

1. CHukeHue 3HepronoTpelIeHns 3a CUeT YMEHbUICHHS KOJIMYECTBAa MHCTPYKIUI

2. O6ecnieyeHrE COBMECTUMOCTH C YCTapeBIIMM IIPOrpaMMHBIM 00ecriedeHHEM

3. YMeHbllleHne pa3Mepa MporpaMMHOro Koja

+4. YBenu4ueHrne CKOpOCTH 00pabOTKH 3a CUET MapaJLIeIbHON 00pabOTKH 3JIEMEHTOB JAHHBIX
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23. Kakoii W3 nepevyucJeHHBIX HpoueccopoB Haubosee 3PpdexkTHBHO Hcnoabdyer SIMD-
UHCTPYKIUH?

1. IIpoueccop 6e3 monaepxku SIMD-uHCTpyKIHit

+2. Ipoueccop ¢ pacmupeHHoi noxaepxkoi nHCTpyKuuit SSE nimm AVX

3. Ilpomeccop, ONTUMU3NPOBAHHBIH TOJIBKO YIS OJHOITOTOYHOU PabOTHI

5. IIporeccop ¢ HU3KOM TAKTOBBIM YaCTOTOM

24. Yto HeoOxoaqumo s 3PpGeKTHBHOrO Ucnoib30oBaHuss SIMD-uHCTPpYKIHMii B MPOrpaMMHOM
odecnieyeHnuu?

+1. OnTuMu3anus JaHHBIX U aITOPUTMOB JUIS MTapalljeIbHON 00paboTKu

2. O0ecrieueHrEe COBMECTUMOCTH TOJIBKO C OJHOTUIATHBIMH CHCTEMaMH

3. MuHuMU3auus CHOIb30BaHUs PETUCTPOB Mpolieccopa

3. Ucnonp3oBaHue TOMHKO OJHOMOTOYHBIX AT OPUTMOB

25. Kakasi u3 cjeaywimux 3ajaayd Jydlle Bcero MOAXOAUT /Jisl YCKopeHHsi ¢ momombio SIMD-
HHCTPYKIUH?

1. OGpaboTKa mocneaoBaTeNbHBIX KOMaH I B YIIPABIEHUH YCTPOHCTBAMHU

+2. O06paboTKa OOJBIIMX MACCUBOB YHCEIN JIUIS BEIYUCIICHUH B HAYIHBIX 3a/1a9aX

3. O6paboTka moabp30BaTENbCKOro HHTEpdeiica

4. O6paboTKa COOBITHIA B ONIEPAIIMOHHON CHCTEME

26. Kakue orpaHu4eHusi CyniecTBYIOT NpH ucnoab3oBanuu SIMD-uncTpykumii?
+1. OrpaHuyeHre Ha TUT JaHHBIX U UX BHIPABHUBAHUE B TIAMSITH

2. OrpaHUYeHHe TOJIBKO Ha OJTHOMOTOUYHYIO 00pab0TKy JaHHBIX

3. OrpanuyeHue TOJIbKO Ha paboTy ¢ TpadUIECKUMH JaHHBIMU

4. OTcyTCTBUE TOIACPKKU B OOIBIIMHCTBE COBPEMEHHBIX IIPOIIECCOPOB

27. Yto Takoe BekTopu3anus B koHTekcre SIMD?

1. TIporuecc pa3zaeneHus JaHHBIX Ha OTAEIbHBIC TOTOKH 03 HCIob30BaHus HHCTpYKIuid SIMD

+2. IlpeoOpa3zoBaHuMe TOCIEIOBATENBLHBIX ONEpalldii B MapayieibHble C IOMOIIBI0 BEKTOPHBIX
WHCTPYKIIMH

3. ObecnieueHre COBMECTUMOCTH KOJIa C pa3HbIMU apXUTEKTYpaMH IIPOLIECCOPOB

4. Ilpouecc npeoOpa3zoBaHus KOJIa B TIOCIEI0BATEIbHBIN PEXUM BbITIOITHEHUS

28. Kakasi poas y peructpos SIMD B npoueccope?

+1. XpaHeHne BEeKTOPHBIX JAHHBIX JUISI OTHOBPEMEHHOH 00paboTku

2. XpaHeHHe yIpaBISIONIAX KOMaH]T sl TOCIIeA0BATEIbHONH 00padOTKH
3. ObecnieueHne AOCTyNa K ONEpaTUBHOM MaMATH

4. XpaHeHHe UHCTPYKLUHI AJIs BBIIOJIHEHUSI B pEXKUME spa

29. Kakoe BiausinMe oka3biBaeT HcHojib3oBanue SIMD-uHCTpykuMii Ha 3HepromoTpedieHHe
CHCTEeMBbI?

1. He Bnusier Ha 3HEpronoTpedIeHne

2. Bcerna npuBOAMT K YBEJIUYEHUIO TEIUIOBBIICICHHUS

3. OO0s3aTeNnbHO YBETMUMBACT SHEPronoTpeOIeHne u3-3a JOMOJIHUTENBHBIX OMepariii

+4. MOXXeT CHU3HUTb YHEPTONoTpedIeHNE 32 CUET YMEHBIICHHS 00IIEro BpeMEHH BBITIONTHEHUS 3a/1a4

30. Kaxkoii n3 nukiioB HaunoboJiee moaxoaut s SIMD-BexkTopuzanun?
1. for (i=1; i<N; i++) a[i] = a[i-1] + 1;

2. for (i=@; i<N; i++) if (a[i]»>@) b[i]=1; else b[i]=60;
+3. for (i=0; i<N; i++) c[i] = a[i] + b[i];

4. for (i=0; i<N; i++) printf("%f", a[i]);
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31. Kak coBmectuts OpenMP u SIMD B oqHoM nuxie?
1. #pragma omp simd parallel for

+2. #pragma omp parallel for simd

3. #pragma omp simd; #pragma omp parallel for
4. #pragma omp vector for

32. Kakoii >¢dext naér xomounauusa OpenMP + SIMD no cpaBHeHHI0O €O CKAJISAPHBIM
OJHONMOTOYHLIM KOAOM?

1. Yckopenue = (4yucino saep)

2. Yckopenue ~ (mmpuna SIMD-perucrpa)

+3. Yckopenue =~ (uucio siaep) X (mupuna SIMD-perucrpa)

4. Yckopenue =~ max(sapa, SIMD)

33. Kakas kjaay3za OpenMP Hy:kHa aas 06e30macHOro cymMMmupoBaHusi sum += afi] B
napajuieJibHOM HuKJje?

1. private(sum)

2. shared(sum)

+3. reduction(+:sum)

4. atomic(sum)

34. Kakasi nupextuBa OpenMP oTkJ/104aeT HesIBHbIH 0apbep mocJjie mMuKJa?
1. noblock

2. async

+3. nowait

4. fire_and_forget

35. Kakue 1Be TEXHOJOTHH MO3BOJIAIOT J00UTHCS Mapauiein3vMa Ha coppemeniom CPU?
+1. OpenMP

2. CUDA

+3. SIMD

4. MPI

36. ITouemy #pragma omp critical MoxkeT cBecTH Ha HeT NPUPOCT OT NapaJlIeTU3aAUu?
+1. 13-3a HaKJIaJHBIX PacX0/10B HA CHHXPOHHU3AIIHIO

2. Ilotromy uto oH oTkmoyaer SIMD

3. IloroMy 4TO OH CO371aET HOBBIE TOTOKU

4. V13-3a K31I-IPOMax OB

TunoBbie TEOPETUIECCKUE BOIIPOCHI:

1. Yro o3nauaer ab6peBuarypa SIMD 1 Kak 3TOT IPUHIIMIT TOBHIIIAET MPOU3BOIUTEIIBHOCTD?

Bapuanm omeema: SIMD — Single Instruction, Multiple Data. Oona uncmpyxyusi npoyeccopa
NPUMEHSemCcs. NApailebHO K HeCcKOAbKUM Oaunvim (Hanpumep, 4 float 6 oonom 128-6umnom
peaucmpe), 4mo y8eiuiusaem 8blUUCIUMENbHYI0 NIOMHOCMb U IPHEKMUBHO UCNOIb3Yem 8eKMOPHbLe
onoku ALU.

2. Ilepeuncimre Tpu SIMD-pacumpeHust Ut apXUTEKTYpPhI X86 U yKaKUTE MIUPHUHY X PETHCTPOB.
Bapuanm omeema: MMX (64 oum), SSE (128 6um), AVX (256 oum). ([Jonycmumo: AVX-512 —
512 6um)

3. Kakue nBa ocHOBHBIX crioco0a ucronb3oBath SIMD B C/C++ Ha ypoBHE nporpaMmmucra?
Bapuanm omeema:
1) Pyynoe nanucanue kooa ¢ uCno1b308anuemM UHMPUHCUKO8 (Hanpumep, mm_add_ps).
2) l[lonaecamuvca Ha agmosexmopuzayuio KOMAUIAMopa
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4. TloueMy IHMKJIBI C 3aBUCHUMOCTSAMH TIO AaHHBIM (Hampumep, a[i] = a[i-1] + b[i]) He mommatorcs
BEKTOpHU3aLINU?

Bapuanm omeema: I[lomomy umo pezyremam umepayuu i 3a6Ucum om pe3yiomama umepayuu i-
1. SIMD mpebyem nezasucumocmu umepayuii — uHaye Hapyuiaemcs KoOppeKmHoCmy GblUUCTEHUI.

5. Uro Takoe aBTOBEKTOpHW3AlUS M Kakue (aKTOPhI CIIOCOOCTBYIOT €€ YCHEIIHOMY MPUMEHEHUIO
KOMITUJIITOpOM ?

Bapuanm omeema: Asmosexmopuzayus — asmomMamuyeckoe npeoopasoeanue KOMNUISMopom
ckanaproeo yukia 6 eekmopuwvi SIMD-xo0. Ycnex 3aeucum om: omcymcmeus 3a8ucumocmetl,
APOCMBIX apupMemuyeckux onepayuil, 6bIPOSHEHHbIX OAHHbIX, OMCYMCMBU 6bl306068 OYHKYUU C
nobounvIMU dhhexmamu.

6. Kak nupekruBa #pragma omp simd otimuaercst ot #pragma omp parallel for?

Bapuanm omeema:  simd yxazvigaem KOMRUIAMOpPY 6eKmMopuzoeamv meno yukia (pabomaem
8HYMpU 00H020 nomoxa), mozoa kak parallel for pacnpedensem umepayuu yuxna mexcoy pazHvimu
nomoxamu. VIx modxcrno xombunuposams. #pragma omp parallel for simd.

7. O0BsicHuTe Ha3HaYeHue Kinay3sl reduction(+:sum) B OpenMP. Kak ona paboraer?

Bapuanm omeema: QObecneyusaem KoppekmuHoe CyMMUposamue oowell nepemenHol Sum u3
HeCKObKUX nomoxos. Kadcowviti nomoxk co30aém JN0KANbHYI0 KONUK SUm, UHUYUATUSUPOBAHHYIO
HYIEM, RNOCle 3a6epuleHUsl NapaiielbHOU 001acmu  JOKAIbHble 3HAYeHUsl CKIAOblearomcs 8
2N100aNIbHYI0 NEPEMEHHYIO.

8. [IpuBeauTte mpuMep UK, KOTOPBIA XOPOIIIO BEKTOPHU3YETCs, M OOBSICHHUTE, TIOYECMY.

Bapuanm omeema:

for (inti =0; i <N; ++i) c[i] = a[i] + b[i] * 0.5f;

Umepayuu mneszasucumvl, onepayuu npocmvle (YMHOJiCEHUe U ClOJCEHUe), OOCMYN K NaAMAMU
nociedosamenen — uoedivbHo oas SIMD.

9. Kakwue xiay3sl B OpenMP MOXHO HCITOJIB30BaTh YIS YIPABICHUS CHHXPOHU3AIKMCH B MHUKIAX 0€3
SBHOTO barrier?

Bapuant otrBera: nowait — oTkimouaeT HesIBHBIN Oapbep B KoHue for, sections, single. [To3Bonsier
MIOTOKaM IPOJOKUTH BHIIIOJIHEHHUE Cpa3y MOCIIE 3aBEPIIEHUS CBOEH YacCTH.

10. Yem #pragma omp atomic omimyaercs oOT #Hpragma omp critical? B kakux choyyasx
npearnouTuTeNnbHee atomic?

Bapuanm omeema: atomic npumeHnsemcs moivbko K 00HOU npocmou onepayuu (nanpumep, x++)
u peanuszyemcs 0OHOU UHCmMpyKyuell. critical — K npou38oabHoMy OJI0Ky KoOa, 0opodice.

IIK-9.2: Pa3pabarbiBaeTr u otTiasxkuBaetr cucreMbl UM Ha C++ moa KOHKpeTHbIe anmapaTHbIe
m1aT(opMbI ¢ OrpAHUYEHUSIMH 10 BHIYUCIUTEIHHON MOIIHOCTH, B TOM YHCJIe JJIs1 BCTPOEHHBIX
cucTem

TunoBbie TECTOBBIE BOIIPOCHI:

1. OcnoBuoe npeumymiectBo GPU mepen CPU — 310 BbICOKas napauenusma (MUAJUTHOHBI
TTIOTOKOB).
Omeem: cmenenv (Ui yposensv)

17



2. I'pynmna u3 IIOTOKOB, BBIITOJIHSAIOIIMXCSI COBMECTHO HA OJTHOM SM, Ha3bIBaeTcst warp.

Omeem: 32

3. ITamsaTh, oOIIas s BCeX MOTOKOB B OMHOM OJIOKE M MMEIOIAas HU3KYIO 33aJIePKKY, — ITO

MaMSITh.
Omeem: shared (pasoensiemas)

4. 3anyck sigpa vecAdd ¢ 64 6mokamu 1 256 TOTOKaMu B OJIOKE 3alUCHIBACTCS KaK:

vecAdd (d_a, d_b,d c, N);
Omeem . <<<64, 256>>>

5. I'mobanbHBINA WHEKC MTOTOKA B OJTHOMEPHOMN CETKE BBIUMCIISETCS KaK:
int idx = * + :
Omeem . blockldx.x, blockDim.x, threadldx.x

6. s Beinenenust mamsatu Ha GPU ucnonb3yercs: GyHKIUsS
Omeem: cudaMalloc

7. KonmupoBanue nanubix ¢ CPU na GPU Boinonusercst pyHKIue
Omeem: cudaMemcpy

8. Utobb1 noxxaathes 3aBepiueHus Bcex GPU-onepanuii, BEI3BIBAIOT 0;.

Omeem . cudaDeviceSynchronize

9. st ocBoboxk ieHust namsati Ha GPU ucnomnb3yercst GyHKIUSA
Omeem' cudaFree

10. B apxurexkrype CUDA Brruncnutensubie yerpoiictBa GPU HazbiBaroTcs

Omeem: ycmpoiicmea (devices)

11: ®ynkius, Bemomnasemas Ha GPU B CUDA, Ha3pIBaeTcs

Omeem: siopom (kernel)

12. B momemu mnporpammupoBanus CUDA, CPU Ha3wiBaeTcs

U YOpaBIseT

BenmonuenueMm Ha GPU.
Omeem: xocmom (host)

13. OcuosHas enquunia BeimonHenuss B CUDA Ha3bIiBaercs
B OJIOKH.
Omeem: nomoxom (thread)

, KOTOpas rpynnupyeTcst

14. bnoku noroxoB B CUDA opranuzyrorcs B , KOTOpBIE BBINIOJIHAKTCSA HA OJTHOM

Streaming Multiprocessor.
Omeem: cemky (grid)

15. TTamsate GPU, noctynmHas Bcem O10KaM CETKH, Ha3bIBACTCS MaMSTBIO.
Omeem: 2nobanvhoti (global)
16. NnaMsATh SBJSIETCS CaMOMl OBICTPON, HO W caMoOW MaJIeHbKOW 0 00beMy B

uepapxuu namsatu GPU.
Omeem: Pezcucmposas
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17. Tlepemennas B CUDA yka3blBaeT yHHUKaJIbHBIA HJIEHTH(UKATOP MOTOKA B
O10Ke.
Omeem: threadldx

18. JIst cCHHXpOHU3AIMH TOTOKOB BHYTPH OJHOTO OJIOKA MCIIOIB3YeTCsl (PYHKIIUS
Omeem: __syncthreads()

19. Uto Takoe reTeporeHHasi BIMUCIANTENbHAsI cucTemMa?

1. Cuctema, HCIIOIB3YIOMIAS MPOIIECCOPHI TOIBKO OJHOT'O THIIA

+2. Cucrema, UCMONB3YIOMIAs pa3NuYHbIe TUIBI BerunciauTenbHeIx 010k0B (GPP, GPU, DSP, FPGA,
ASIC)

3. Cucrema, npeHa3HAYCHHAS HCKITFOYUTEIBHO JUIsl 00paboTKK rpaduku

4. CucreMa, HE UMEIOLIAs ONEPAIIMOHHON CUCTEMBI

20. OcHOBHOE NPEUMYLIECTBO I'eTEPOreHHbIX CUCTEM 3aKJII0YAETCHA B TOM, UYTO...

1. Bce TUIBI IPOLIECCOPOB YHUBEPCATbHBI U BBIMOIHSAIOT JIFOOBIE 33141 OIMHAKOBO XOPOLIO.

+2. OHM TO3BOJSIIOT HCIHOJB30BATH KAXIBIA THI BBIYUCIUTEIBHBIX JJIEMEHTOB JUIS Hambolee
MOJXOISAIINX MY 3a/1a4.

3. OHM MOJHOCTBIO 3AMEHSIOT LIeHTpaibHbIe nporeccopsl (CPU).

4. onu He TPeOYIOT MapaJIeTLHOI'0 IPOrPAMMHUPOBAHUSI.

21. Kakoe u3 yrBep:ka1enuii 0 CPU u GPU B rereporennoii cucreme BEPHO?

1. GPU nyuie noaxoaur i ocieoBaTenbHblx 3a1a4, a CPU — 11 MaccoBo-napasulebHbIX.

+2. CPU ny4iie noaxoQuT i1 YIpaBJIeHUs IPOrpaMMOil U rociieioBatenbHon goruku, a GPU — s
MacCOBO-TIapAJIEIbHBIX BBIYMCICHUN.

3. CPU u GPU uaeHTUYHBI O apXUTEKTYPE U BBHIMOJIHSIIOT 33J]a4l OJJUHAKOBO.

4. GPU nonnoctsto 3amensier CPU B rereporeHHbIX cucTeMax.

22. Yem apxurektypa GPU npuHuunuaibHo oTinyaercs oT apxurektypsl CPU?

1. GPU nmeeT 0aHO MOLIHOE PO, ONTUMU3UPOBAHHOE JUIsI MUHUMAJIbHOW 3aJI€PIKKH.

+2. GPU conmepXUT MHOXECTBO YHPOLIEHHBIX sJI€p, OPUEHTUPOBAHHBIX HAa MaKCHUMAaJIbHYIO
IPOITYCKHYIO CITIOCOOHOCTb.

3. GPU He umeer coOCTBEHHON NaMSTH.

4. B GPU orcyrcTtByIOT apu)METHKO-TOTHIECKHAE YCTPOUCTBA.

23. Kakoe u3 yTBep:KIeHHI Jiy4llle Bcero onucbiBaeT npuHuun padorst GPU?

1. BeimosiHEHUE CI0KHOM JIOTUKH C MHOKECTBOM YCJIOBHBIX TIEPEXOJIOB.

2. ITocnenoBatenbHas 00pabOTKa JaHHBIX.

+3. MaccoBblii apajijiein3M: OJHOBPEMEHHOE BBIIIOJHEHUE OJHOM U TOM € ONEepaluy Ha MHOYKECTBE
naHHbIX (SIMD).

4. YrpasneHnue paboToil Bcex KOMIOHEHTOB KOMITBIOTEPA.

24. Ilouemy GPU nuoxo cnpasJiisieTcs ¢ 3aa4aMu, COAepPKalliliMU MHOT0 BeTBJIeHU?

1. IToToMy 4TO y HETO HET K3LI-TaMATH.

+2. [loromy uto sigpa GPU o0bennHeHb! B TpYNIIbI (Warp) U BBITOIHSAIOT OJHU U T€ K€ HHCTPYKIIUU.
3. [ToTomy 4TO OH HE MOJACPKUBACT OIEPAIUU C TUIABAIOIIEH TOYKOM.

4. IToroMy 4TO €ro TaKTOBasi YaCTOTA CIUIIKOM HHU3KA.

25. last yero ucnojibdyercs nupekruBa _syncthreads() B CUDA?
1. JI51 CHHXpOHU3AIMH BCEX TTOTOKOB B CETKE

+2. JIns CHHXpOHU3AllMK TTOTOKOB B MpeAenax OAHOro 0J0ka

3. A1 KONMPOBAHUS JIAHHBIX C XOCTa HAa YCTPONUCTBO

4. Jlnsa 3amycka sigpa Ha GPU
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26. dynkuus, koropasi BbinoaHsiercss Ha GPU B mogenu nporpammupoBanus CUDA,
Ha3bIBACTCH...

1. [paiiep (Driver)

2. TTorok (Thread)

+3. Sapo (Kernel)

4. Xoct (Host)

27. Kak opranu3oBana uepapxusi noroko B CUDA?

1. IToroku -> Cetku (Grids) -> broku (Blocks)

2. baoku (Blocks) -> IToroku -> Cetku (Grids)

+3. [ToToku oObeauHSIOTCS B OJIOKH, KOTOpBIe 00pa3ytoT ceTky (Grid)
4. Uepapxuu MOTOKOB HE CYIIECTBYET

28. Kakasa nepemenHasi B koae CUDA-siapa coaepsKMT HHAEKC NMOTOKAa B Mpeaejax CBOero
0s10xa?

1. blockldx.x

2. blockDim.x

+3. threadldx.x

4. gridDim.x

29. ITouemy mnepenauya nanHbix Mexay xoctom (CPU) m ycrpoiictBom (GPU) sBasiercst y3kum
MecTom?

+1. TlamsaTe xocTta u ycTpoicTBa (DU3MYECKU pasjesieHa, a mepenada no muHe (Hampumep, PCle)
3aHUMAaeT BpeMs

2. GPU =e moxer paboTaTh ¢ JaHHBIMU B oniepaTuBHOM mamsata CPU

3. JlaHHBIE TOTHKHBI OBITH 3aIM(POBAHBI TIEpe Niepejadei

4. CPU u GPU pabotaroT Ha pa3HbIX 4aCTOTax

30. Yro u3 mepeuyuciaennoro HE siBasiercss THNHYHBIM ONTHMHU3HPYEMbIM THIIOM NAMSITH B
CUDA?

1. Paznensemas nmamste (Shared Memory)

2. I'moGanphas mamste (Global Memory)

3. ITamsate xoucrant (Constant Memory)

+4. OnepaTtuBHas mamsTh xocta (Host RAM)

TunoBbie TECOPETUICCKHUE BOIIPOCHI

1. Yto Takoe TeTepOreHHbIC BBIYHCICHUS W TodyeMy OHU J((EKTHBHBI JUII COBPEMEHHBIX
BBICOKOITPOU3BOTUTEIILHBIX 331a9?

Bapuanm omeema: [emepocennble 8blUUCTIEHUSI — UCNONb308AHUE 8 OOHOU CUCMEME DA3HLIX
munog gviyucaumeneti (CPU, GPU, FPGA u 0p.), kaxcowlii u3 KOmopulx OnmumMu3upo8ar noo ceou
knacc 3a0ay. CPU s¢pdpexmusen 0nsi nociedosamenbhbix U CUilbHO pazeemeieHusix 3aoad, GPU —
011 MACCOBO-NAPANIEIbHbIX BbIYUCIEHULl C BbICOKOU apughmemuyeckol UHMEHCUBHOCbIO. Dmo
noseonsgem  0oCmMuub  Oananca Mexcoy — JIameHmHOCMbIo,  NPONYCKHOU  CHOCOOHOCMbIO U
9Hepeo3ppexmusHocmuio.

2. Onumnre uepapxuto namatid B GPU NVIDIA (ot camoii ObICTpoii K camMOil MEJIEHHOH ).

Bapuaum omeema:

1) Pecucmpvi — npusammuvie 0Jisi KAHCO020 NOMOKA, camble Oblcmpble.

2) Shared-namsamos — obwas 011 nomMoKko8 6 00HOM OJlOKe, HUZKASL 3A0ePAHCKA, NPOSPAMMUDYEMbLLL
KA.

3) L1-kow / L2-kout — obwue onss SM / ececo GPU.
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4) I'obanvuas namame (DRAM) — ocnosnas namsames GPU, evicokas nponyckuas cnocooHocms, HO
8bICOKAS 3A0EPIHCKA.

3. Ilouemy shared-mamsTh KpuTHYECKU BakHa 1711 mpousBoauTenbHoctd CUDA-nporpamm?

Bapuanm omeema: Ilomomy umo shared-namams umeem 3a0epicKy HA NOPAOKU HUdICe, YeM
2N00ANbHASL NAMAMb, U NO360IAEM U3DEHCAMb «Y3KO20 MECMa» Npu Yacmom 00Cmyne K OOHUM U mem
Jlce OaHHLIM (Hanpumep, 8 C6EPMKax, MampuyHom ymHodcenuu). Mcnonvsosanue shared-namsamu kax
NPOSPaAMMUPYEMO20 KIUIA — KIIOUEBOU NPUEM ONMUMUSAYUU.

4. Yro ozHavarot criequdukaropsl  global , device u _ host B CUDA? IIpuBeaute npumep
UX KOMOMHAINH.
Bapuaum omeema:

- __global__ — ¢hynukyus siopa: evizvieaemcs ¢ CPU, svinoansemces na GPU.
- device__ — ¢pynxyus: svizvieaemcs u gvinoansemcs moavko Ha GPU.
- __host  — ¢yuxyus: moavko na CPU (no ymonuanuro).

Kombunayus: _host _ device__ void f() — komnunupyemcs u onss CPU, u onss GPU (nanpumep,
OJ1s1 YIMULUMAPHBIX PYHKYULL).

5. Kak Berumcinsiercs rio0aibHbIi HHACKC TOTOKAa B OTHOMEPHO# ceTke? [ToueMy nMeHHO Tak?
Bapuanm omeema: intidx = blockldx.x * blockDim.x + threadldx.x;
Ilomomy umo 6noku (grid) codepaycam puxcuposannoe uucio nomoxoe (blockDim.x), u blockldx.x
3a0aém cmewenue 0Onoxka, a threadldx.x — nozuyuro eHympu 610Kka. Omo obecneuusaem
HenpepwigHylo Hymepayuro nomoxkos om () do gridDim.x * blockDim.x — 1.

6. 3aueM HY>XHO SBHO ympaBisaTh namatbio (cudaMalloc, cudaMemcpy) B CUDA, B oTiuuue ot
00b1yHbIX IporpamMm Ha CPU?

Bapuaum omeema: I[lomomy umo GPU umeem omoenvuyro ¢husuueckyro namsame (VRAM), ne
coemecmumyro no aopechomy npocmparncmsy ¢ RAM CPU. /lanuvie ne mocym Ovimb O00CMynHbl
Hanpsamyio — ux HYJCcHo a6Ho evloenamv Ha GPU u xonupoeame mexicoy XOCmom u yCmpoucmeom.
Omo 0aém KoHmpoib HAO 3A0ePAHCKAMU U NPONYCKHOU CHOCOOHOCMbIO.

7. Uto nenaer cudaDeviceSynchronize() u xoraa ero o0si3aTeIbHO HCIIOIB30BAThH?

Bapuaum  omeema: Oma ¢ynxyua oOaoxupyem CPU-nomok 00 3aeepuienusi 6cex panee
3anywenuvix s0ep u onepayuil konuposanus na GPU. Eé obsazamenvHo ucnoivzosams nepeo
oc6060xcoenuem navamu (cudaFree), neped xonupoeanuem pezynomama ¢ GPU na CPU, u npu
3amepe epemenu (wall-clock), umobuvl uzdesxcamo 2oHOK.

8. IMouemy 3amyck sapa (<<<..>>>) gBuseTrcs *acuHXpoHHON™ omepanueit? Kak 5T0 BiHgeT Ha
IPOU3BOAUTEIBHOCTh?

Bapuanm omeema: I[lomomy umo CPU npodondicaem @vlnoineHue cpasy nocie 3anyckd, He
0021CU0asACy 3a8eputenuss 10pa. Imo nossossaem nepexpvieams gviuucienus Ha GPU ¢ pabomoti CPU.

9. Uro takoe Compute Capability u modyemy BaXHO ero yduTwiBaThb mpu pazpadorke CUDA-
MPUIOKEHUI ?

Bapuanm  omeema: Compute Capability — eepcus apxumexmypor GPU, onpedensowast
noooepaicusaemvle uncmpykyuu (Tensor Cores, Ounamuyeckuil Napaieiusm), IUMumol (pazmep
onoka, shared-namsamu) u gpynxyuu.

10. Tlowemy pmns wmaneix 3amad (Hampumep, N = 1000) yckopenune Ha GPU Moker OBITH
OTpHUIATENbHBIM?

Bapuanm omeema: Ilomomy umo HakiaoHble pacxoobl HA 3aNYCK A0pd, KONUPOBAHUE OAHHbIX
mexncdy CPU u GPU u cunxponuzayuio npegvluiaiom evlucpvlit O0m napaniienvuvix eviuucienut. GPU
aghghexmusen npu 0ocmamoyro 601bLUOM 00BEMe pabombl, YMOOLL «3A2PY3UMb» MbICAYU S0ep.
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11. Kak npodunuposars CUDA-npusioxeHue Juisi IOMCcKa y3KuX MectT?
Bapuanm omeema: Vcnonvzyiom Nsight Compute (0na s0ep) u Nsight Systems (0nsa ecetl
cucmembwt).

12. Tlouemy CUDA ocraércs nmomunupyromei miargopmonn mist MU, HecmoTps Ha Hamuyue
oTKphIThIX anbTepHaTuB (OpenCL, SYCL)?

Bapuanm omeema: I[lomomy umo:

- I'nybokas onmumuszayust noo apxumexmypy NVIDIA (Tensor Cores, CUDNN, CUBLAS)

- 3penas sxocucmema (PyTorch/TensorFlow no ymonuanuro ucnonvzyiom CUDA)

- Uncmpymenmeot (Nsight, profilers), ookymenmayus, coobuwecmao

- Buicokas npouszeooumenvHocms u cmadbuibHOCMb — KPUMUYHO 0715 production.

Tunosbie TECOPETUYECCKHUE BOIIPOCHI /IJIf 3a4Y€Ta 10 JUCHUIIJINHE

1. TenneHMN pa3BUTHS COBPEMEHHBIX MPOLECCOPOB: MHOTOIIOTOYHOCTh, MHOT0siiepHOCTh, -
YCKOPUTEIIN.

2. Knaccugukanus apxurexryp BC @nunna. Kinaccuduxanus Banra u bpurrca.

3. VYpoBuu napamuienusma. CTeneHb rpaHyiIsipHoCTH. MeTpUKH napaiein3ma.

4. 3aKOHOMEPHOCTH TapaJJIeNbHBIX BBIYMCICHUN. 3akoH Ampana. 3akoH ['ycradcona. 3akoH
Cana-Has.

S. OCHOBHBIE XapaKTEPUCTUKH BBIYUCIUTEIBHBIX CUCTEM C OOIIEH TaMATHIO.

6. TexHomorus mapauienbHOro mporpammupoBanusi OpenMP.  OcHOBHBIE TIOHATUS U

OnpeacCiICHUs. MOIICJII) BBIYHCJIICHUN U KJIaCChI MEPEMCHHBIX.

7. OpenMP. TTapamnesnbHbie U ocie0BaTeNbHbIC o0macTu. Jupektusa parallel.
8. OpenMP. Kouctpykuuu pacnpeaeneHust paOoThl.
9. Cunxponuzarus B8 OpenMP.

10. I'ereporennsie BC. Apxutekrypa GPU.
11. 00630p cpencts nporpammupoBanus 1 GPU.

12. CUDA. TlonsaTue nmoroka, 610ka, cetu 610koB. OyHKIuUA-11p0. Crienudukaropsl QyHKIUN U
MEPEMEHHBIX.

13. CUDA. Hepapxwus namsita Ha GPU.

14. CUDA. TI'mobanmpHast mamsath. lllabmon pabGotel ¢ rimobGampHOW mamsThlo. Mcmomb3oBaHue

pinned-namsity.
15. CUDA. CUDA-nioToKH.
16. CUDA. Pazmensiemass mamsth. 1llabmon paboTel ¢ pasmenseMol mamsaThio. OmTuMuzanus

paboTHI ¢ paznensieMoi naMsaThi0. baHK-KOH(MIUKTHI.

17. OpenCL. OcHoBHBIC TTOHATHS | onpeesieHns. O000IIeHHbIC MOJICITH.
18. OpenCL. Mopnenb maatdopMbl ¥ MOZEITH HCITOTHEHHUS.
19. OpenCL. Monenb namsaTe, 00BEKTHI TAMSTH W MOJIENb TPOTPAMMHUPOBAHHSL.

20. OpenCL. Cpena mporpaMMupOBaHUS
21.  Snpo OpenCL. Tumbl nanaeix OpenCL. KBanudukaTtopsl ajpeCHOr0 MpOCTPAHCTBA U JIOCTYIIA.
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22.

TexHonorusa napasmienabHoro nporpamMupoBanust MPl. OCHOBHbIE MOHATHS U ONpEAEICHUS.

Crpykrypa MPI-tiporpammel. Tumbl JaHHBIX.

23. MPI. Tlepenaua u mpuem cooOIeHuH ¢ OJIOKHPOBKOH.

24. MPI. TynukoBble cuTyaruu U croco0sl 60ps0sl ¢ HUMU. [IpreM u nepenaua cooOmeHuit 6e3
OJIOKUPOBKH.

25. MPI. KomiekTuBHbBIE Omepaiui.

[IOKYMEHT MOAMWUCAH 3IEKTPOHHOW MOANUCHIO

COrNIACOBAHO ®reoy BO "PrPTY", PIPTY, Koctpos bopuc Bacunbesuy,
3aBeaytowmin kaceapoii SBM

Onepatop 300 OO0 "KomnaHws "TEH32[3 e
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