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Pasaup 2025
1. OBLIYE N0JI0KEHUA

OneHOYHble MaTepwaJbl — 3TO COBOKYNHOCTb Yy4eOHO-METOJUYECKUX MaTepHaIoB
(KOHTpPOJIbHBIX 33/laHUM, onUcaHUK GopM U HpoleAyp MPOBEPKHU), MpeAHA3ZHAYEHHBIX AJIS OLLEHKU
KavyeCcTBa OCBOEHHUS 06yYalIIMMUCA JaHHOH JUCIUIIINHBI Kak yacty OIIOII.

[lesib — OIleHUTh COOTBETCTBUE 3HAHUH, YMEHUHN U BJIAJIEHUH, TPHOGPETEHHBIX 00YYaOIUMCS
B TIpollecce U3y4YeHUs JUCHUIUIMHBI, IeasM U TpeboBanusam OIIOIl B xoje npoBeaeHUs
NpPOMEXYyTOUYHOM aTTecTaluH.

OcHoBHas 3amaya - 0O6eCNeYduTb OIEHKY YpOBHS COOPMHPOBAHHOCTH KOMIIETEHIIUH,
3aKpeIlJieHHbIX 3a JUCHUIIJIMHOM.

[IpoMeKyTOUYHBIM KOHTPOJIb MO AWUCLUILJIMHE OCYLECTBJSETCA NMYyTeM MPOBeJeHUs 3adeTa.
dopma npoBejieHUs 3a4eTa — OUJIEThl C MUCbMEHHBIM OTBETOM Ha JIBa TEOPETHYECKUX Bompoca. [Ipu
HEOOXOUMOCTH, MPOBOAWUTCA yCTHasA Oecefla ¢ 00y4YaeMbIM /Jii YTOYHEHHs YPOBHS BJIaJleHUSA
MaTepuaioM.

BoilosiHeHWe 3a7laHUM Ha MpPaKTUYECKUX 3aHATHSIX B TedyeHHe CeMecTpa W 3aJlaHUM Ha

CaMOCTOATEJIbHYO pa60Ty ABJISIeTCA 0653aTeJbHbIM yCJI0BHEM OJid AOITYCKa K 3a4YeTY.

2. TIACITIOPT OEHOYHBIX MATEPUAJIOB IO AUCIUIIJIMHE (MOAY/IIO)

KoHTposiupyemsbie pa3gesibl (TeMbI) . HaumeHoBaHMe
Koa koHTpO/IMpyeMoi
JAUCLMIUIMHBI (pe3y/IbTaThI 10 . OLIEHOYHOTrO
KOMIIETEHIIMHY (UM eé 4acTH)
paszesiam) cpeacTBa
Pasgen 1. TeopeTuko-
MaTeMaTHYecKue OCHOBBI [1K-10, I[1K-13, TIK-21 3auét

HMCKYCCTBEHHOTO UHTEJIJIEKTA.
Paspnen 2. [IpakTuku cb60pa, OUMCTKU U

npeJBapUTeTbHON 06paboTKH [IK-10, IK-13, IK-21 3auér
JIAHHBIX.
Paznen 3. TexHosnoruu % MK-10, IK-13, TK-21 3auéT

HMHCTPYMEHTHI daHaJ/JIM3a JdHHbIX.

3. OMIMCAHME ITOKA3ATEJIEM U KPUTEPUEB OLIEHUBAHUA KOMIIETEHLIUM

ChopMHUpPOBAHHOCTH KOMIETEHIUU (MM ee YaCTHU) B paMKax OCBOEHUS AAHHOU JIUCLUILIMHBI
OLIEHUBAETCS 110 TPEXyPOBHEBOMU LIKAJIE:
1) noporoBbli ypOBEHb ABJAETCA O06d3aTeNbHbIM JJi BCeX OOYYawIIUXCA M0
3aBepLIEHUH OCBOEHHUS JUCIUIIIUHDI;

2) HpOﬂBHHYTbeI YPOBEHDb XapaKTepusyeTcd IIpeBbIIEHHNEM MHWHHUMaAJ/IbHBIX
XadPaKTEPUCTHUK CCl)OpMI/IpOBaHHOCTI/I KOMHeTeHL[I/Iﬁ 10 3aB€pIIEHHUH OCBOECHUA AUCHUIIJINHDBI;

3) 3TaJIOHHBIA YPOBEHb XapaKTEPU3YETCs MaKCUMaJIbHO BO3MOXHOM BbIPaXKEHHOCTbIO
KOMIIETEHILIMH U SBJISIETCSA BaXKHBIM KayeCTBEHHBIM OPUEHTHPOM JIJisl CAMOCOBEPIIIEHCTBOBAHUS.

YpoBeHb 0CBOEHMSI KOMINIeTeHIMH, pOPMUPYEMBIX AUCIUINIIUHOM:

OnucaHue KpHUTEpHEB U HIKAJIbl O€EHUBAHUA 3K3aMECHAIIUOHHOTIO ouseTa:



IIkaJia oneHUuBaHUS Kputepui

3auTeHo BBICTABJIAETCA CTYAEHTY, KOTOprﬁ AaJl IIOJIHbI€ OTBE€Tbl Ha
(BTaJIOHHbIﬁ ypOBEHb) BOIIPOCKHI, IOKa3aJj my60}c1/1e CUCTEeMAaTU3HNPOBaHHbIE 3HAHMHA,

CMOT TIpUBECTHM INpUMEpPbl, OTBETUJ HA /[OMNOJHUTE/JbHbIE
BOIIPOCHI NIpenojaBareJis

3auTeHo (IPOJBHUHYTHIN BBICTABJAETCH CTYAEHTY, KOTOPBIKM Jaj TMOJIHble OTBeThbl Ha
YPOBEHB) BOIIPOCBI, HO Ha HEKOTOpble JOIOJHHUTE/NbHble BOIPOCHI
npenojaBaTessl OTBETHUJ TOJBKO C IIOMOIIbI0 HAaBOZSIIMX
BOIIPOCOB
3auTeHo (IOpOroBbIH BBICTABJISIETCSA CTYAEHTY, KOTOpPbIM JajJ HeNoJiHble OTBEThbl Ha
yPOBEHb) BOIIPOCBI B OWJieTe W CMOT OTBETUTb Ha JOMOJHUTEJbHbIE
BOIPOCHI C MOMOILBIO NTpenojaBaTes
He 3auTeno BBICTABJISIETCA CTYAEHTY, KOTOpPbIH He CMOI OTBETUTb Ha
BOIIPOCHI

4. TUIIOBBIE KOHTPOJ/IbHBIE 3AJAHUA NJIXN HHBIE MATEPHUAJIbI

4.1. lIpomesxncymouHass ammecmayus 8 hopme 3auéma

Koapl
KOMIIeTeHIM I

PesyiabsTtaThl 0ocBoeHus OIIOII
Cogep:xaHue KOMNeTeHI M (KOA U cofep:KaHue UHAUKaTopa)

[TK-10

Cnoco6eH ocyujecme1amsb NOUCK c60p 04UCMKYy U npedeapumeasHulil aHAIU3
JaHHbIX

[1K-10.1. O6ocHOBbIBaeT crnocobbl W BapUaHTbl NPUMEHEHUS] METO/0B

NpeABapUTENbHOrO0 aHa/M3a JaHHbIX B 33/ja4ax MU, BkJoUas ux MaTeMaTH4yeckoe

(anropuTMHyeckoe) npeobpa3oBaHUE U afANITALUIO K cieUdUKe 3a4a4HU.

[TIK-10.2. llpuMeHseT MeTOAbl aHa/M3a AAHHBIX [JI NMPOBEPKU pa3BeAOYHBIX

runore3 ¥ NOAroTOBKH JAaHHbIX K IPUMEHEHHWI0 COBPEMEHHBIX ME€TO/I0B 5158

[K-13

Cnoco6GeH npumMeHamMb pa31udHblie Modeau U (u/a1u) mexHosi02uu 06paéomku
JaHHbIX
[IK-13.1. OcywmecTBisieT BbIGOpP TEXHOJOTHMH OOpPaGOTKH OOJIBLUIMX [JAHHBIX,
NpUeMJIEMbIX [JJi CO3JaHUsl NpUKJagHOU cucteMbl HW ¢ 3apgaHHbBIMU
TpebGOBaHUSMH.
[1K-13.2. Pa3pa6aTbIiBaeT U OTJIQXKMBaeT NPUKJIAIHbIe pellleHus ¢ ajieMeHTamu U1

C IpUMeHEeHHEM Pa3/IMYHbIX TEXHOJOTUH 060PabOTKH JaHHBIX.

[K-21

Cnoco6GeH npumMeHsamMb COBPEeMEHHYI0 meopemu4ecKyo mamemMamuky 015
pa3paGomku HO8bIX A/120pUMMO8 U HOPMyAUPOBAHUS NepPcneKMUBHbIX
3aday UH
[1K-21.1. O60CcHOBBIBaeT COCO6Gbl U BApHAHThI MPHMEHEHUSI METO/I0B U Mojiesiel
B 33/ladyaX HCKYCCTBEHHOTO UWHTEJJIEKTa, BKJWYasg UX MoAgudUKaALUI0 U

aJlanTaluio K crieliiprKe 3a1a4H.
[1K-21.2. [IlpuMeHseT anmnapaT TEOPHUHU BEPOATHOCTEH, MAaTCTaTUCTUKUA U TEOPUHU
vuHbopManuu Ajsg  GOpMYJMPOBAHUS M aHa/IW3a 337ad MUCKYCCTBEHHOTO

HWHTEeJIJIEKTA.




Tecmoevle 8onpocvl 048 OYeHKU YpPOBHS 0C80eHUs1 KomnemeHYyull (3aKpvimblii
mun):

Paszpnen I «TeopeTHKO-MaTeMaTH4YeCKHE OCHOBbI HCKYCCTBEHHOI'0 MHTE/LJIEKTa»

Bonpoc Ne 1

YTo Takoe rpaiIueHTHBIN CIIYCK?

a) AJITOpUTM JINHEMHOM perpeccuu.

b) MeTon onTUMH3aLMU BECOB HEWPOHHOM CETH MyTEM MHUHUMMU3ALWU (YHKIUU
noTepb.

c) Coco6 yBesIM4eHUs1 pa3MEPHOCTH IPHU3HAKOB.

d) TexHuka npe06pabOTKU JaHHbIX Nlepe/ Mofayeil B aJITOPUTM.

e) [loaxon kK 06paboTKe BbIGPOCOB B JlaHHBIX.

Bomnpoc Ne 2

Kakoil MeTo/ MallMHHOI'0 06Y4YeHHMs OCHOBAH Ha MAaKCUMaJIbHOM IpaBonoo6uun?
a) bailecoBcku#1 BbIBOZ,

b) l'enepaTuBHbIe cocTsA3aTebHbIe ceTU (GAN).

c) KnactepHbiit aHasin3 MeTo/joM K-means.

d) MeTo/1bl OIOPHBIX BeKTOPOB (SVM).

e) MakcumasibHOe anocTepropHoe oleHUBaHue (MAP).

Bonpoc Ne 3

Kakue Tunbl cBs3el CylecTBYIOT B 6alleCOBCKOW ceTH?
a) Juk/m4eckue v [UKJIUYHbIE CBSA3U.

b) HanpaBsieHHble U HeHaNpaBJIeHHbIE CBSI3U.

c) [I[psiMoyroJibHble U KBaZ|paTU4YHbIE CBS3H.

d) JInHelHble U 3KCIIOHEHI|UA/IbHbIE CBSI3H.

e) [nobanbHbIE U JTOKAJbHbIE CBA3U.

Bonpoc Ne 4

Yrto npencraBiasieT cob60i aBTOKOAUPOBILUK (autoencoder)?

a) HelipoceTb, npe/jHa3HayeHHas1 UCKJIOYHUTEIbHO AJIs Ipe/iCKa3aHUsl MeTOK KJ1aCcCOB.

b) ApxuTekTypa HeHpoceTH, cocTosllas K3 JBYyX 4YacTeill: KOAMPOBIIMKA U
JleKOIMPOBILHKA.

c) Kinaccuueckuit aropuTMm KJacTepusalyH.

d) I'padoBas Mozenb cayyalHbIX BEJIUYMH.

e) Mozenb ri1y6oKkoro ob6y4yeHus Jisi BpeMEHHOT 0 ps/ia.

Bonpoc Ne 5

B 4ém cyTb MeTo/ia IJIaBHbIX KOMIIOHeHT (PCA)?

a) YMeHbllleHHe 4YHCJa TPU3HAKOB IYTEM BbIABJEHUS HauboJsiee 3HAYUMBIX
KOMOUWHAIMK NCXOAHBIX IepeEMEHHbIX.

b) YBennyeHne Kosim4yecTBa HabII0AEHUH AJ1s1 TOBBIIIEHUS TOYHOCTH MO/JIeJIH.

c) O6HapyeHHue CKPBIThIX PaKTOPOB, BJUAIIIUX HA 3aBUCUMYIO [IepeMEHHYIO0.

d) OueHka BAMAHUSA KX/ 0ro IpU3HaKa Ha UTOTOBYIO KJ1aCCU(PUKALUIO.

e) BrisiBJileHMe BpeMeHHOM 3aBUCUMOCTH B 110C/1€/[0BaTe/bHOCTH JaHHBbIX.

Bonpoc Ne 6

Kakue npu3Haku XxapaKTepHU3yIOT BpEMEHHYIO [10C/e[0BAaTEIbHOCTb?

a) [locTostHHas AUCHepCUsi U CpefiHee 3HAYEHHE.

b) HezaBucuMble HaG/II0/jeHUs APYT OT JpyTa.

c) Hanu4aue cTpyKTyphI B JAHHBIX, 3aBUCALLEH OT MOPs/IKa CJIeJOBAaHUS 31eMEHTOB.



d) PaBHOMepHOe pacnpesiesieHMe 3Ha4eHUM 110 Bcell BbIGOPKeE.
e) OTcyTCcTBUE KOPPEJUPOBAHHbBIX TOUEK JJAHHBIX.

Bonpoc Ne 7

YTo 03HavYaeT TepMHUH «HOPMaJU3alUs JAHHBIX»?

a) IIpeobpa3oBaHue BceX MPU3HAKOB TaKUM 006pa3oM, YTOObl CpeJHee PaBHSJIOCH
HYJI0, A CTaH/JApTHOE OTKJIOHEHHE eIUHUILLE.

b) Zlo6aBJieHH e HOBBIX IPU3HAKOB, NOBBIIIAIIIUX TOUHOCTh MOJEJIHU.

c) UckuroueHue Ay6IMPYIOIMXCS 3anMcel U3 HAbopa JJaHHbIX.

d) lIpeo6pa3oBaHUe KaTeropraibHbIX IPU3HAKOB B UUCJIOBbIe 3HAYEHHS.

e) M3MeHeHue  MacmiTaba  OTAeJbHbIX  NPU3HAKOB  JAJs  YJIydlleHUs
IPOU3BOJUTESBHOCTH aJITOPUTMA.

Bomnpoc Ne 8

Kakoil MeTosa wucnosb3yercs [ OLEHKHM KayecTBa KJjaccupuKalUM B 3ajadax
O6HWHApHOU KJaccupUuKanuu?

a) KoadpdunueHt xunu.

b) CpesaHee abCoO/IIOTHOE OTKJIOHEHHUE.

c) MaTpuua ourn6ok (confusion matrix).

d) lucnepcronHbiit aHanus ANOVA.

e) Koadpdunuent gerepmunanuu R,

Bonpoc Ne 9

YTo Takoe aHcambJieBble MeTO/bl (ensemble methods)?

a) Ucnosp3oBaHMe MHOXeECTBA C1abbIX Mojesed i1 pOPMUPOBAHUS CUJIBHOW 001eit
MOZeJIU.

b) [IlpuMeHeHUe 0fHOW MOLHOM MO/JeJIN AJiSl pellleHUs CA0KHBIX 3a/ay.

c) O6bejuHeHMe pa3HbIX TUIOB NPU3HAKOB JJiSl [JOCTHMXKEHUS] HaWJy4dllINX
pe3y/bTaToB.

d) [loBTOpEHUE 3KCIIEpPUMEHTA C pa3HbIMU HAabOpaMU HayaJIbHbIX YCJIOBUH.

e) Co3zgaHue TUOPHUAHBIX MoJesied U3 KOMOWHALMKU HMCKYCCTBEHHBIX HEHWPOHOB H
TPaJAULIUOHHBIX CTATUCTUYECKUX METO/OB.

Bomnpoc Ne 10

YTo Ha3bIBAETCS JIATEHTHBIM POCTPAHCTBOM B IVIyOOKOM 06y4eHUU?

a) [IpocTpaHCTBO, KOTOPOE OTpaXkaeT CTPYKTYpPYy NPHU3HAKOB B U3HAYaJIbHON dpopMe.

b) HuskopasMepHOe MNpPOCTPAHCTBO, NpeJCTaBJsAIOLIEe CKPbITble XapaKTEPUCTUKHU
00'bEKTOB.

c) leomeTpuyeckoe mnpejcTaBjeHWEe NPU3HAKOB, [JOCTYIHOE [Js BHU3ya/lu3alUU
4YeJIOBEKOM.

d) PacnipesiesiéHHOE MPOCTPAHCTBO MPU3HAKOB JJIsI KOKA0M KaTeropuu 06'beKTa.

e) 06J1acTh MPOCTPAHCTBA NPU3HAKOB, CO/lEprKalllasi BIOPOCHI.

Bomnpoc Ne 11

KakoBa ocHOBHas 11eJ1b IOAX0/A K 06y4eHHI0 ¢ yuuTeseM (supervised learning)?

a) Haxox/ieHre CKPBITOUM CTPYKTYPbI JJAHHBIX.

b) [IporHo3upoBaHue 1eJieBbIX METOK HAa OCHOBE 33/IaHHbIX PU3HAKOB.

c) PazfiesieHne faHHBIX HA IpyNIbl 6€3 anpUOpHON HHPOPMALUH O KJacCax.

d) l'eHepanyss HOBbIX MPUMEPOB JAAHHbBIX, TOXOXKUX HA UCXO/[HbIE.

e) [Torck 061X 3aKOHOMEPHOCTEH B 60J1bILIOM 060'bEMe HeOOPabOTaHHbBIX JJAaHHbBIX.



Bonpoc Ne 12

Kako#l TuUN aJropuTMOB 4Yallle BCEro MpUMeHsIeTCs [JJisl O6GHapy»KeHUsl aHOMaJIui B
00JIBIIHX 00'beMax JaHHBIX?

a) JlepeBbsi pellIeHU .

b) HeynpaBiisiemoe o6y4yenue (unsupervised learning).

c) Perpeccus.

d) 'ny6okoe o6y4yeHnue (deep learning).

e) Jloructudeckast perpeccusi.

Bonpoc Ne 13

KakoBo 0CHOBHOe Ha3HaueHUe Kpocc-Banuanuu (cross validation)?
a) OnpezesieHre ONITUMAJbHOIO pa3Mepa 06yJarollei BbIGOPKHU.

b) [IpoBepka yCTOMYMBOCTHU MOZeJIU K IEPE0OyYEHHIO.

c) MMHMMM3aL U BBIYMCAMTENbHBIX 3aTpaT Ha 06paboTKy JaHHbIX.
d) [ToBbILIeHHE CKOPOCTH BbIYMCJIEHUH B Ipoliecce 06y4YeHusl.

e) OnTuMu3anus rumneprnapaMeTpoB BPyYHYIO.

Bonpoc Ne 14

Yrto npejcraBiiseT coboit aHcaMbJ1b iepeBbeB pelieHUM Random Forest?

a) Ha6op ciy4yailHO MHUIIMAIM3UPOBAHHbBIX HEMPOHHBIX CETEN.

b) CoBOKyNnHOCTb €/1ab0 B3aMMOCBSI3aHHbIX Mojiesied SVM.

c) CiayyailHbIi NOAGOpP MOJMHOXXECTBAa MNPU3HAKOB M 3K3EMILISPOB JaHHBIX [JIs
IOCTPOEHMUS JlepeBa pelleH .

d) [locnefoBaTeIbHOCTD PErpeccopoB, IPUMEHAEMbIX IOC/IE0BaTEbHO.

e) MeTon pasjesieHMs [JaHHBIX Ha KJAacCbl C  HCNOJb30BaHUMEM  YCJIOBHBIX
BEPOSITHOCTEH.

Bonpoc Ne 15

Kakoil Buz, perpeccuu siBsieTcsl JMHERHBbIM NPUOIMKEHUEM OTHOLLEHHS BEPOSITHOCTH
COOBITUS K €€ OTPULIAHUIO?

a) [lormHOMUaNbHAsA perpeccusi.

b) JlorucTudeckasi perpeccusi.

c) BuHapHas sorucTuyeckas perpeccusl.

d) IlyaccoHoBCKasi perpeccusl.

e) Lasso-perpeccusi.

Bonpoc Ne 16

YTo 0603HAYAIOT CUTMOU/IHbIE AKTHUBATOPbI B HEUPOHHBIX CETSX?

a) Hopmaniuzaiuyo BbIX0JHOT'O CUTHaJsIa B iuanasoHe [-1, 1].

b) CurHas akTUBalLUH, MPe0OPaA30BAHHBIN B OUIONSAPHBbIN curHas (-1 wau +1).

c) llpuBeseHue BBIXOJHOTO CHTHasa K Auana3oHy [0, 1], UMUTHUpPysS BepOSITHOCTH
NPUHAAJIEHOCTH KJIacCy.

d) OrpaHuyeHue BbIXOJHOM BeJIMYUHbI Beca HEMPOHA A0 PUKCHUPOBAHHOTO 3HAY€EHMUSI.

e) B03MOXHOCTb NpeAcCTaBJeHUS HEWPOHOM HENPEPBIBHbIX QYHKLUUNA BBICOKOTO
nopsizika.

Bomnpoc Ne 17

Kakyto npo6JieMy peliaeT peryaspu3anus Ridge (L2)?

a) IlpemoTBpalieHue nepeoOydyeHUs 3a CYET OrpaHHYEHUS CYMMbl KBaJpaToB
K03 PUIMEHTOB.

b) ABTOMaTH4YeCKOe UCK/IIYEeHUEe HeCYIleCTBEHHbIX IPU3HAKOB U3 MOJEJIH.



C) YayyiieHWe UHTEPHPETUPYEMOCTU MOJEJNHU 3a CUET CHUXKEHHUS] KOJIJIMHEAapHOCTH
IPHU3HAKOB.

d) PemeHue npo6sieMbl My/IbTUKOJIJIMHEAPHOCTH CPeIN BXOJHbIX MPHU3HAKOB.

e) YhpolieHue apXUTEKTypbl HEMPOHHOM CEeTH 3a CYET yMeHblIeHHS KOJIMYecTBa
CJIOEB.

Bonpoc Ne 18

Kakoll mpuHLHUI JIEXKUT B OCHOBE METOJOB CTOXaCTUYECKOTO I'PaJIMEHTHOrO CIyCKa
(SGD)?

a) [loctreneHHOe yMeHbllIeHHe 11ara 06HOBJIEHUS BECOB.

b) [ocsoiiHOe 06HOBJIEHUE BECOB, HAYMHAS C MTOCJEHETO CJI0S.

c) ObyyeHHe MoJeJH Ha HeOOJBIIMX NOPLUUAX JAHHBIX, NO3BOJAWIEE YCKOPUTH
npolecc 06y4yeHUsl.

d) MapansienpHOE OGHOBJIEHHE BECOB BCEMH 3K3eMIIAPAaMHU JJaHHbIX OZJHOBPEMEHHO.

e) Perynspusanus koapPpuueHTOB MOZe/ M A/ NpefoTBpalleHus lepeodyyeHUsl.

Bonpoc Ne 19

YTo 3HauuT runepnapameTp «learning rate» B 06y4eHHUM HEMPOHHBIX ceTeMn?
a) CKopoCTb U3MeHEeHMs BECOB IPU OOHOBJIEHUU MO/JIEH.

b) KosinuecTBO 310X 06y4eHUs1 HEHPOHHOM CETH.

c) BeposATHOCTb NPaBUJILHOIO Pacno3HaBaHUs 00'beKTa MOJEJIbIO.

d) YpoBeHb 11yMa B 06y4arOIHUX JaHHbIX.

e) BesinuuHa wrpadyrolero 4jieHa peryaspusanuu.

Bonpoc Ne 20

Kakoil anroputm mnpejHasHayeH [Js1 aBTOMAaTUYECKOW TPYNIUPOBKU CXOJHBIX
00'beKTOB 6€3 HaIMYHs METOK?

a) KNN-ksiaccudpukarop.

b) K-means-kJiacTepusanusi.

c) Decision Tree Classifier.

d) Support Vector Machine.

e) Logistic Regression.

Bomnpoc Ne 21

Kak HasbIBalOT MoO/lesib, CIOCOOHYI BOCIHPOU3BOAWUTb HOBble 06paslbl JAaHHBIX,
IIOXOXKHe Ha TPEHUPOBOYHbIE?

a) TpaHncdepHas Mozieb.

b) F'ubpuaHas moaeb.

c) PexkombrHaTOpHas Moeb.

d) leHepaTHBHas MO/ieb.

e) [IpecTaBuTE/IbHAS MOJIEb.

Bonpoc Ne 22

KakoBa poJsib softmax-pyHKIMH B MHOTOCJIOMHBIX NEPLENTPOHAX?

a) PacuéT ckansspHOro NpoU3BeeHUsI MeX/AY NPU3HAKAMU U BeCaMH.

b) Bbi6op Hauydllero napamMmeTpa runepnaoCKoCTH.

c) [Ilpeo6pazoBaHUe BBIXOJIHOT'O BEKTOPA HEHPOCETH B paclpeie/ieHue BEPOSITHOCTEH.
d) CokpallieHre pa3MePHOCTH BXOAHBIX JJAHHBIX.

e) leHepanus ciy4alHbIX YUCe AJis HA4aJbHOTO pacIpeie/ieHUs BECOB.

Bonpoc Ne 23



Kako#l kjlacc aaropuTMOB NMOMOTaeT BOCCTAHABJMWBATb NPONYLIeHHble 3HAYEHUS B
JAHHbIX?

a) MeTozpb! K1acTepr3aLUU.

b) AnropuTMbl UMIyTUPOBaHUs (imputation algorithms).

c) AHcam©6J1M pellawIyX JepeBbeB.

d) Mozeny HEMPOHHBIX CeTel NPSIMOro pacCIpPOCTPaHEHUs.

e) MeTo bl yMeHbleHUs1 pa3aMepHocTu PCA.

Bompoc Ne 24

Kakoil  mokasaTesb  H3MepsieT  JOJIl0  NPaBWJIbHO  KJAacCUPULIMPOBAHHBIX
MOJIOXKUTEJIbHBIX CJy4aeB OTHOCUTEJNbHO OOIEero 4YHcJa peabHbIX IOJIOXUTENTbHBIX
nprumMepoB?

a) ToyHocTb (precision).

b) YyBcTBUTEIbHOCTS (recall).

c) CneunduyHocTs (specificity).

d) F-mepa (F-score).

e) Omubka nepsoro poga (Type-I error).

Bonpoc Ne 25

[ToueMy HCHONB3YIOTCS peKyppeHTHble HelpoHHble ceTu (RNNs) gy o6paboTku
BpeMEHHbIX psiZi0B?

a) OHM N03BOJISAIOT 06pabaThIBaTh TOJbKO CTaTHUYECKUE HAOOPHI JaHHbIX.

b) 3T ceTu cOCOOGHBI YYUTHIBATh 3aBUCUMOCTD TEKYLIETO 3JIEMEHTA OT MPEeAbIAYIIHX
3JIeMEHTOB MOCJIe/J0BAaTETbHOCTH.

c) RNN onTuManbHbl /18 U300paXkeHUN U PYyTUX ABYyMEPHBIX CTPYKTYP.

d) Takue ceTH YCKOPSOT PaboTy ¢ 60JbIIUMH 06 bEMaMU JJAHHBIX.

e) PekyppeHTHbIe CETH YCTONYUBBI K ITYMOBBIM JJAHHBIM.

Bonpoc Ne 26

Kakoil mojaxos obecneuynBaeT MOJIydeHUE BJIOXKEHHOTO OMMCAHUS JAaHHBIX B HU3KOU
pa3MepHOCTH?

a) ABTO3HKOZepHI.

b) Camoobyuarouiuecs Mmauinssl (self-training machines).

c) [Tos1HOCBsI3HbIE HEMPOHHBIE CETHU.

d) Axepubie meTozbl (kernel methods).

e) JHTPONMUUHBIN MOAXO/.

Bonpoc Ne 27

Kako#l MeTo/ n03BOJIsSIET BBIABAATDH NOTEHIIMaIbHble PAKTOPbl pUCKA B MeJAULMHCKUX
UCCJIelOBaHUAX?

a) AHasiu3 r1aBHbIX KOMITIOHEHTOB (PCA).

b) Knaccudukauus Ha ocHoBe 6amxaninx cocefeit (KNN).

c) Jlacco-perpeccus (Lasso regression).

d) baiiecoBckas k1accupuKalus.

e) [eHepaTuBHbIe cocTsi3aTenbHble ceTH (GAN).

Bomnpoc Ne 28

Yro onpejesisieT KaueCcTBO BOCCTAHOBJIEHUS IaHHBIX IPU paboTe C aBTOIHKOepaMu?
a) PazMep CKpBITHIX CJI0EB.

b) Tumn ucnosb3yeMbIX aKTUBAaTOPOB.

c) Kogupytoiiee pacctosiHue (reconstruction loss).



d) [ny6rHa HEHPOHHOM CETH.
e) Macimta6 HopMaJIM30BaHHBIX IPU3HAKOB.

Bonpoc Ne 29

Yrto npepcraBiaset cobor meTpuky AUC-ROC?

a) [liomazb MoJ, KPUBOM, OTPaXKAIOILYI0 NPOU3BOAUTENBHOCTb MOJENU Ha YpOBHE
Pa3JIMYUMOCTHU KJIACCOB.

b) KpuTepuii kauecTBa OLlEHKU NpeJiCKa3aTeJbHON CIOCOOHOCTHY MOZeJIH.

c) UsMmepeHue 6JM30CTU MexAy (PaKTUYECKMMH 3HAYEHUSIMHU M TpeJCKa3saHHbIMU
MOJeJISIMU.

d) [lokazaTesb CTaOUIbHOCTH HEMPOHHOW CeTU PY U3MEHEHUHU rMIlepnapaMeTpPOB.

e) Ungekc pazbpoca AaHHbIX BOKPYT CpeJJHEro 3Ha4eHus.

Bonpoc Ne 30

Kako¥ Tvn 3aza4 Jiy4lie Bcero NoAX0oAUT AJis moaxozoB reinforcement learning?

a) [locTaHoBKa 1jeJ1el, pellleHHEe KOTOPBIX TPeOyeT MoIIaroBoro NpUHATHUS pelleHU .
b) BeicTpoe BbIsiBJIEHHE TPYII CX0XKHUX 00'bEKTOB.

c) OgHOBpeMeHHast 06paboTKa 60/1bIIOr0 06'bEMA TEKCTOBbBIX JAHHbIX.

d) 3agaua IMHENHOMN perpeccum.

e) [Ipo6sieMbl, cBsiI3aHHbIE C 06PabOTKON U306paKEHUH.

Paszpgen Il «IIpakTHKHU c60pa, OYUCTKH U IPeABAPUTETIBHOA 00PAOGOTKH JaHHBIX»

Bompoc Ne 1

Yo Takoe cTaHAApTHU3aLMA JaHHbIX?

a) Ilpoueaypa MacmTabupoBaHUSI MPU3HAKOB TaKMM 00Opa3oM, YTOObl OHU UMEJU
HyJIEBOE CpeJiHEE U €IUHUYHYIO JUCIIEPCUIO.

b) [Ipouecc nprBeaeHMs BCceX 3Ha4eHUM NPU3HAKOB K eJMHOMY MacUITaoy.

c) MeToj, ycTpaHeHUs TOBTOPSIOIIUXCS 3aNKiceld B HA6Ope JaHHBIX.

d) YnaneHue oTCyTCTBYIOIIMX 3HAYEHUN U 3aMeHa UX CPeJJTHUM 3HAaYEHHEM.

e) Manunynsiuus HaJ, HAOOPOM JAAHHBIX JIJ151 Bbl/I€JIEHUS] PeJKUX KaTerOpUH.

Bonpoc Ne 2

KakoBbI 0CHOBHbIE NPHUYHHbI OSIBJIEHUS BbIGPOCOB B JAHHBIX?

a) HenpaBusibHas c6opKa JaHHBIX, YesJ0BeyeCcKuil pakTop, c60u 060pyA0BaHUS.
b) HegoctaTouHas npeABapUTe/bHas MOATOTOBKA JaHHBIX.

c) Bricokas cTeneHb HOpMaJIbHOCTH pacnpefeléHHbIX JaHHBIX.

d) CkpbITas Koppesnusa Mex/y NIpU3HaKaMHU.

e) TosibKO pesikue ciyyau, 06yc10BI€HHbIE IPUPOJOM ABJIEHHUS.

Bonpoc Ne 3

Kakold UHCTpyMEeHT WMCHOJb3yIOT JJii ObICTPOW NPOBEPKU OJHOPOAHOCTH
pacnpejeneHun JaHHbIX?

a) Tect KoamoropoBa-CMupHoOBa.

b) llkana JlaiikepTa.

c) T-tect CThiofeHTA.

d) AHasu3 ryiaBHbIX KOMNoHeHT (PCA).

e) MHoroMepHbIH JUCKPUMUHAHTHBIN aHA/IHU3.

Bonpoc Ne 4
Kakoii MeToA  4YacTo NOPUMEHSIIOT JiJi1  NpeoO6pa3oBaHUs  ACUMMETPHUYHO
pacnpe/ie/1IéHHbIX JaHHbIX?



a) CrangapTusanus Z-HOpMUPOBKOM.
b) MuH-Makc MaciTabupoBaHHUe.

c) Jlorapudpmuryeckoe npeobpa3oBaHUE.
d) OpToroHanusanysi NpU3HAKOB.

e) UMnyTanus cpeHUX 3HaYeHUH.

Bomnpoc Ne 5

YTo noppasyMeBaeT yjajeHre BbI6GpOCOB?

a) 3aMeHa 3KCTpeMaJlbHO BBICOKUX WJIM HU3KUX 3HAUYEHUH Ha cpeJjHUe 3HauyeHHus
BbIOOPKH.

b) [lepeBoA 3HaYeHHI B HOPMaJIbHOE paclipe/iesieHue.

) YnasneHue JaHHBIX, 3HAYUMTEJIbHO OTJIMYAIOIHUXCA OT OCHOBHOTO MAacCHUBa JlaHHBIX.

d) MacmtabupoBaHue BceX NPU3HAKOB /10 eJMHOr0 Jihana3oHa.

e) [lepeonpesesnenre KpUuTepueB U3MepeHUS JaHHBIX.

Bonpoc Ne 6

Kak Ha3bIBalOTCsA MeTOAbI y/la/leHUs1 BBIOPOCOB HA OCHOBE CTAaTUCTUKU?
a) KBasuperyssipHble NpoLeayphbl.

b) IMnupuyeckue npaBua.

c) /leTepMUHUPOBaHHbIE MOJX0/bI.

d) CTaTucTHyeckd 060CHOBaHHbIE KPUTEPUH.

e) Xupyprudyeckue BMellaTe/IbCTBa.

Bonpoc Ne 7

Yrto o3HauaeT 3P PeKT MyJIbTUKOJJIMHEAPHOCTU B JAHHBIX?

a) BoicokokoppesiupyeMble IPU3HAKU OKa3bIBAIOT CUJIbHOE BJIWSAHUE HA KO3POULIUEHT
perpeccum.

b) /laHHbIe UMEIOT BBICOKYIO AUCIEPCHUIO.

) 3HauUTeJbHOE KOJIMYeCTBO MYCThIX 0J1el B TabJNLe JaHHBIX.

d) [Ipu3sHaku cofiep>kaT MHOTO YHUKa/JIbHbIX 3HAYE€HHUM.

e) [IpucyTcTBUE CUIBHO CTPyNNUPOBAHHbIX 3HAYEHUH.

Bomnpoc Ne 8

Kakyio TeXHUKYy OObIYHO NMPUMEHSIOT JJisi OOHapy)KeHHsI BbIOPOCOB B OJJTHOMEPHBIX
JAHHbIX?

a) UuTepkBapTuibHoe npaBuio (IQR rule).

b) KoppensinmonHbiit ananus [MupcoHa.

c) OguH-npoTUB-BCex (one-vs-all).

d) K-fold kpocc-Banupanus.

e) PazjiokeHHUe 10 CUHTYJISIpHbIM 3Ha4eHHUsM (SVD).

Bonpoc Ne 9

Kako¥i U3 MeTOZ0B OTHOCUTCA K IIpolLie/lypaM HOpMau3alMy JaHHbIX?
a) PCA-ananus.

b) YucTka nponyckos.

c) MinMaxScaler.

d) Knacrepusanusa k-means.

e) ballecoBckue ceTH.

Bonpoc Ne 10
YTo BKJIIOYAET 3TAM NpeABapUTEIbHOI0 UCCaeJoBaHUsA JaHHbIX (EDA)?



a) Busyasinsauuio JaHHbIX, M3yUYeHUE pacnpe/eseHUH, IPOBepKy rUNoTe3.
b) HacTpoiiky runepnapamMeTpoB MO/eH.

c) UmnopT 6ubauoTek Python.

d) 3anyck riiy6okoro ooydenust Ha GPU.

e) ®opmatupoBanue CSV dpaios.

Bonpoc Ne 11

YTO NOHKUMAIOT 10/, KAYeCTBOM JIaHHbIX?

a) CTeneHb COOTBETCTBUSA JJAHHBIX TPeOOBAHUSM KOHKPETHOM 3a/lauM.
b) O6'b€éM XpaHUMBIX JAHHBIX.

c) CKOpOoCTb 3arpy3KH JJaHHbIX U3 XPaHUIHUIIA.

d) IocTyIHOCTb OTKPBITHIX 633 JaHHBIX.

e) YacToTa 06HOBJIeHUS 6a3bl JaHHbIX.

Bonpoc Ne 12

YTo Takoe KoppessiLiMOHHAasA MaTpuLa?

a) Tabsinua, MoKa3bIBaWasA CUJIY U HallpaBJleHHWe B3aUMOCBS31 MeX/ly IPU3HaKaMHU.
b) lmarpamma paccessHHS JAaHHBIX.

c) l'paduk na0THOCTHU pacnpeiesieHUs JaHHbIX.

d) ®unbTpanus HepesieBaHTHBIX IPU3HAKOB.

e) BpemeHHas fuarpaMMma pa3BUTHS Npoliecca.

Bomnpoc Ne 13

Kakoi mogxos npuMeHsieTcs AJis1 3a0JHEHUs PONYCKOB B IaHHbIX?
a) One-hot encoding.

b) UMnyTauus cpefHel, MeiMaHbl UK GJMXKaKILero cocesa.

c) Jloructuyeckasi perpeccus.

d) Kapra Q-Q.

e) Anbda-npeobpa3oBaHUe.

Bompoc Ne 14

Kak Ha3bIBaeTcs npob6JieMa BblOOpa NOAXO/s1ero o6’beMa aHHbIX AJis1 3P GEeKTUBHOTO
oby4yeHus Moenun?

a) [Ipo6yieMa nepekoca BbIOGOPKH.

b) llepekoc kaaccos (class imbalance).

c) [Ipo6siemMa Masioro o6'béma JaHHbIX (small sample size problem).

d) Katactpoduyeckoe 3a6bIBaHHUE.

e) JlIokasibHbI MUHUMYM.

Bomnpoc Ne 15

UTo nojpa3ymMeBaeTcs noJ, 6aJaHCHPOBKOU KJ1aCCOB?

a) [lporpaMMupoBaHue paBeHCTBA KJIACCOB.

b) UHTYUTHBHOE JiesieHre KJIacCOB Ha 6OJIbLINE U MaJIbIE.

c) CoryilacoBaHHOE COOTHOLIEHH e IPe/ICTAaBUTENIEN KJIACCOB B BLIGOPKE.
d) MMocTpoeHue nepapxu4eCcKoil CUCTEeMbI KJIACCOB.

e) /lo6aBieHre BUPTYaIbHbIX KJIACCOB.

Bonpoc Ne 16

YTo nokaswiBaeT koadpouuuent VIF (Variance Inflation Factor)?

a) CpeaHuii ypoBeHb B3aMMOIEUCTBHUS MPU3HAKOB.

b) CymMmMapHyt0 BeJIMYUHY OTKJIOHEHHUS pe3yJbTaTa OT 0XKH/aeMOro.



c) BausiHMe MyJBTUKOJUIMHEAPHOCTH Ha CTaHAApTHble OIIMOKU K03$PUINEHTOB
perpeccum.

d) C10>)KHOCTb HAaCTPOMKM runepnapamMeTpoB MOJEJH.

e) Heo6xoauMoCTb yBeIMUUTD pa3Mep BbIOOPKHU.

Bonpoc Ne 17

Yto noHuMaeTcs noj KoHuenuuen "Big Data"?

a) 06'beM JJaHHBIX HACTOJIbKO BEJIMK, UTO TPAAUIMOHHbIE UHCTPYMEHTbI XPaHEHUS U
06paboTKU CTaHOBATCA He3PPEeKTUBHBIMHU.

b) Bosiblivie 06'beMbl HayYHbIX MYOJIUKALIUH.

c) ManeHbkue HabOPHI JaHHbIX, 00pabaThIBaeMble COBPEMEHHBIMU KOMIIbIOTEPAMHU.

d) DxoHOMUS MecTa Ha KeCTKOM JJUCKe.

e) JlerkocTb BOCIIPUATHUS JIIOAbMU 6OJIBIIOT0 060'beMa UHPOpMaIUH.

Bonpoc Ne 18

Kako#l ”HUKATOp CUTHAJIMU3UPYET O HAJIMYUU CUJIbHBIX BBIOPOCOB B JJaHHbIX?
a) MenvaHHOe 3HaueHHe MeHbllle CpeiHero apudpMeTHUYeCcKOoro.

b) Bosiblioe 3HaYeHUe KO3PPHUIMEHTA aCHMMETPHH.

c) Beicokuit koadppuneHT Koppensauuu [lupcoHa.

d) OueHb MasieHbKOe 3HaueHHUe p-value B tTecTe.

e) lllupokui Arana3oH KBapTHJIEM.

Bomnpoc Ne 19

Kakasl TexHHMKa NpUMeHsIeTCs [/l YCTPaHeHHUs MYJIbTUKOJIJIMHEAPHOCTH?
a) ['paiueHTHBIN CIIyCK.

b) K-folds cross-validation.

c) PLS-regression (Partial Least Squares).

d) O6bIyHas perpeccusl.

e) Clustering with k-means.

Bomnpoc Ne 20

Kakoil HMHCTpyMEHT IM03BOJIsIeT OBbICTPO BBbISBUTb HaJU4Yhe KOppeIsalUi Mexay
npu3Hakamu?

a) TensioBasi KapTa KOppesiLUi.

b) KoppensininoHHoe JepeBo.

c) KBagpaTuuHbI¥ JUCKPUMUHAHTHbBIN aHa/IU3.

d) Multivariate adaptive regression splines.

e) [oMocKke1JacCTUYHOCTb.

Bonpoc Ne 21

Kak Ha3bIBaeTcsl cuUTyalus, KOrja OAHU KJIAcChl IpeJCTaBJeHbl ropas3fo 6oJiblile
JIpyTUX B Habope AaHHbIX?

a) CmemeHue kaaccoB (Class Imbalance).

b) Penkas kateropus (Sparse Category).

c) CMmewénHas Bpi6opka (Biased Sample).

d) MonuTopuHr npezagssaToctu (Bias Monitoring).

e) AlekBaTHOCTb BbIOOpKH (Sample Adequacy).

Bonpoc Ne 22
Yrto nospasyMeBaeT TepMHUH 'MOAroHKa AaHHbIX" (data fitting)?
a) Ilouck onTUMalbHOM QYHKLMOHAJIBHOM 3aBUCHMOCTH MeEXAY NpPU3HAKaMU U



1jeJIeBOU IlepeMeHHOM.
b) BHeceHMe U3MeHEeHHUH B laHHbIE JIJI51 JIy4lllero MOHUMaHUsl.
c) UcnpaBsieHue cucTeMaTUYECKUX OUIMOOK B cOOpe JJaHHbIX.
d) UccnepoBaHue BbIGPOCOB M yCTPAHEHUE IOKOB.
e) YcTpaHeHHe Mpo6/1eM MHOTOKPATHOTO 00palljeHUs K JJaHHBIM.

Bonpoc Ne 23

Kakoll nmoaxon pekomeHAyeTcs AJisi 00pabOTKM 3HAYUTEJNbHbIX 00bEMOB JJaHHbIX B
OrpaHUYEeHHOM 00'beMe NaMsTH?

a) Mini-batch training.

b) Gradient descent.

c) Cross-validation.

d) Overfitting prevention.

e) Batch normalization.

Bonpoc Ne 24

Kak onpepensiercsa nousaTue "pefkuil kaacc” (rare class)?

a) Kiacc, uMeromyMii He3HaAYUTEJNbHYIO [0JI10 B 0011[eM Habope JJaHHbIX.
b) Haubosiee BaxkHbIN KJ1acc AJis1 aHAJIU3a.

c) CaMbl#l pacnipocTpaHeHHbIH KJ1acc B BbIOOPKE.

d) KoHTpo/IbHBIN KJ1acC /11 CpaBHEHUS C OCTAJbHbIMHU.

e) BoicokonHpOpMaTHBHBIN KJlacc.

Bomnpoc Ne 25

Yrto Takoe umMnyTtauus (imputation)?

a) BoccTraHoBJIeHHE HEJOCTAOLIMX JAHHBIX HAa OCHOBE UMEIIIUXCS CBEeHU M.
b) CTaHaapTHU3anys JaHHbIX.

c) YnaneHue ay6JMKaTOB CTPOK.

d) Knactepusaius JaHHbIX.

e) MeToa KOppeKIUU CMeILeHUsl.

Bonpoc Ne 26

Kako# KpUTepun cYuTaeTCsa BaXKHbIM [IOKa3aTeseM KadyecTBa Mozenu?
a) CpegHekBaZpaTU4yHOEe OTKJOHeHUe (MSE).

b) KosmuecTBO UCN0/1Ib30BaHHBIX IPU3HAKOB.

c) Pasmep obyuatouiero Habopa JlaHHBIX.

d) IuTeIbHOCTb TPEHUPOBKU MO/ EJIH.

e) PaccTosinue MaxasiaHo6uca.

Bonpoc Ne 27

Kako# aropuTM CIyUT /11 OBICTPOrO BBISBJIEHHUA aHOMaJMU B GOJIbLIMX MacCHBax
JAHHBIX?

a) DBSCAN.

b) Linear Discriminant Analysis.

c) K-means clustering.

d) Kernel density estimation.

e) Regularized logistic regression.

Bonpoc Ne 28
Kakas 3aa4a pelaetcs MeTo0M MacliTabupoBaHus (scaling)?
a) [IpuBesieHNe JaHHBIX K OJHOMY MaclITaby AJisl JaJbHeHIlero aHaansa.



b) [Ipeo6pa3oBaHue KaueCTBEHHbIX IPU3HAKOB B KOJIMYECTBEHHBIE.
) YBesinueHue 06'beMa BbIOOPKHU.

d) OnpenesieHre JOMUHUPYIOLIMX XapaKTEPUCTHUK B IaHHBIX.

e) YnaneHue HEHY>KHbIX IPU3HAKOB.

Bonpoc Ne 29

Kakoil acnieKkT Ba)keH IpH OlleHKe KayecTBa JaHHbIX?
a) Yucrorta faHHbIX (cleanliness of data).

b) [leprogUYHOCTH MOMOJHEHHUS JAHHbIX.

c) Bujg vcnosb3yeMon onepaiyoOHHON CUCTEMBI.

d) llena xpaHeHUSs JJaHHBIX.

e) KosnuecTBo KONUM JJaHHBIX.

Bonpoc Ne 30

YTo fenaroT ¢ KOpHEBBIMU HCTOYHHUKAMMU JJaHHBIX Ilepe/] TOCTPOeHHeM MoJelun?
a) [IpeaBapuTeNbHO UCCAEAYIOT U OYULIAIOT.

b) [IprMeHSAIOT cy4aliHble BpallleHUsl.

c) Ucnob3yl0T UCKJIIOUUTEIBHO ChIPbIE JaHHBIE.

d) [lepeMeiMBalOT JJaHHbIE.

e) ®opMUpPYIOT IPOMENKYTOUHbIE TAOIHUIIBI.

Paspes Il «TexHO/IOrMHU 1 MHCTPYMEHTBI aHA/IM3a JAHHbBIX»
Bonpoc Ne 1

Yrto Takoe Named Entity Recognition (NER) B Natural Language Processing (NLP)?

a) UpeHTudukanus CyuiHocTeld, TaKMX KaK MMeHa COOCTBEHHble, reorpapuyveckue
Ha3BaHUsl, OPraHU3AIMH U T.II., B TEKCTE.

b) KonBepTariys TekcTa B U300paXKeHUe.

c) MeTogosiorus nepeBosia eCTECTBEHHOT 0 si3blKa B GOpPMasM30BaHHYIO pedb POOOTOB.

d) [Ipoueaypsl reHepalnuu pevyu Mo 3aZlaHHOMY 111a6JI0HY.

e) MeTopz, cxkaTus 60/1bIIUX JOKYMEHTOB B KOPOTKHE pe3lOMe.

Bomnpoc Ne 2

Kakoil HMHCTPYMEHT LIMPOKO NpUMEHsIeTCs JJis aHa/lu3a HacTpoeHUH (sentiment
analysis) B coniyanbHbIX Meua?

a) CneKkTpaJibHbIN aHaAIU3.

b) Word Embeddings.

c) Bag-of-Words model.

d) Convolutional Neural Networks (CNN).

e) Long ShortTerm Memory networks (LSTM).

Bonpoc Ne 3

Yrto npejcraBiseT cobo TexHosorusa Computer Vision?

a) M3sydeHue crnoco60B HHTepHnpeTaydu U MOHMMAHUS 3pUTeJbHOW HHPOpMaLUU
KOMITbIOTEPOM.

b) MeTon 06paboTKH 3BYyKOBOI'O CUTHAJIA.

c) TexHosorus mudppoBaHus U AelIUPPOBKU JAHHBIX.

d) O6paboTKa KpyNnHbIX MAaCCUBOB YUCJIEHHbIX JAHHBIX.

e) MU3y4yeHre 3aKOHOB pOOOTOTEXHUKHU.



Bonpoc Ne 4

Kakoii c/10i HeMpOHHOM ceTH 0COGEeHHO MoJie3eH JJisi 06paboTKH U300 paXKeHHM?
a) Pooling layer.

b) Dense layer.

c) Recurrent layer.

d) Activation function.

e) Output layer.

Bonpoc Ne 5

Kakas apxuTeKTypa HEUPOHHOU ceTH 3P PEeKTUBHO pabOTaeT C NMOC/eL0BaTENbHOCTbHIO
CMMBOJIOB (Hanpumep, TeEKCTOM)?

a) Autoencoders.

b) Restricted Boltzmann Machines.

c) Feedforward neural network.

d) Recurrent Neural Network (RNN).

e) Generative Adversarial Networks (GAN).

Bonpoc Ne 6

Kakoi# aqiropuT™M npuMeHsSeTCA AJiF BblJleJIeHUs KJI04YeBbIX CJIOB B JOKyMeHTe?
a) TF-IDF (Term Frequency-Inverse Document Frequency).

b) Gradient Descent.

c) Principal Component Analysis (PCA).

d) Support Vector Machines (SVM).

e) Classification and Regression Trees (CART).

Bonpoc Ne 7

YTo Takoe BEeKTOpHOe npejcTaBieHue caoB (word embeddings)?

a) MeTop 3a/jlaHK s KaXK/I0MY CJIOBY JJOKYM€eHTa KOHKPETHOT 0 HOMepa.

b) BekTopHOe OTOOpakeHHMe CJI0Ba B MHOTOMEPHOM NPOCTPAHCTBE, YYUThIBAIOLlEE
CeMaHTHYeCKHe CBS3U.

c) l[IpocTas 6MuHapHas cMcTeMa KOJAUPOBKH CJIOB.

d) AnropuTM nepeBo/ia TEKCTA Ha pa3Hble S3bIKU.

e) [IpuHIMI KaTeropus3aluu TEKCTOB.

Bonpoc Ne 8

Kakoil Tum pexkoMeHJaTeJbHbIX CHUCTEM OCHOBbIBA€TCS Ha aHa/d3e I0BeJleHus
N0JIb30BaTeJ el U BbIOOPE aHAJIOTUYHbIX TOBAPOB?

a) Contentbased filtering.

b) Collaborative filtering.

c) Hybrid recommendation systems.

d) Rule-based recommendations.

e) Personalization engines.

Bomnpoc Ne 9

Kak HasbIBaeTcsl MoJxoJ, K U3BJEUEHUIO CMbICJA U3 KOPOTKUX (parMeHTOB TeKCTa
(HanpuMep, 3aroJIOBKOB HOBOCTEM )?

a) Summarization.

b) Text classification.

c) Sentence parsing.

d) Semantic role labeling.

e) Information extraction.



Bonpoc Ne 10

Yo Takoe aMbeaaMHIU U306paxkeHUH (image embeddings)?

a) JIByxaTamHbIA Mpo1ecc KOMIUISIUN U300paKEHUH.

b) Ocobb1ii TUN GUIBTPOB U3006pAKEHUH.

c) BekTopwl, copepxkalive BaKHble NPU3HAKUM HU300paXKeHHUs, UCMOJb3yeMble [Jis
JlaJIbHEUIIMX OoNlepalyi.

d) bubsinoreka Python a/15 06paboTKH U306 pa*KeHU .

e) [lla6sioH 06pabOTKU MUKCEEN.

Bomnpoc Ne 11

Kakoil MeToJ, aKTHUBHO HCNOJIb3yeTCsl JJisl TeHepalydu H300paKeHUH Ha OCHOBe
TEKCTOBBIX 3alIPOCOB?

a) Transfer Learning.

b) Variational Autoencoders (VAE).

c) Transformer models.

d) CycleGAN.

e) DeepDream.

Bompoc Ne 12

Kako#l moaxos wucnosb3yeTcs [AJs CerMeHTalUUMM H300pakeHUM (paszesieHus
M300pakeHUs HA 06J1acTH)?

a) Pixel-level classification.

b) Object detection.

c) Image captioning.

d) Style transfer.

e) Super-resolution techniques.

Bomnpoc Ne 13

Kako#l 3jieMeHT Heo6XO[UM /[Jisl YCHelHOTro (YHKIMOHUPOBAHUS CHUCTEMBI
epCoHa/IbHbIX peKOMeHAalui?

a) UcTopus NOKYIOK MoJib30BaTeIs.

b) lIpodunb npeAnoYTeHUH JPyroro nNojib30BaTeIsl.

c) CTaTUCTUKA TOUCKOBBIX 3alIPOCOB.

d) UHpopMaLMOHHO-TTOUCKOBAs CUCTEMA.

e) YHUKaJbHOCTb TOBapa.

Bonpoc Ne 14

YTo onuckiBaeT KOHLEeNUs object detection B computer vision?

a) Pacro3HaBaHuMe M1 HA U300pAKEHUSX.

b) PacnosioxxeHre 06'beKTOB Ha KAPTUHKE U ONpejieJiIeHHe UX TPaHMUIL.
c) Co3jlaHue MUHUATIOP U300paXKeHU .

d) KomnbioTepHOoe 3peHre B MOOUJIBHBIX MPUJI0KEHHUSIX.

e) [eHepalys UCKYCCTBEHHO CO3/JaHHBIX KAPTHUHOK.

Bomnpoc Ne 15

Kakoii MexanusMm peanusyet deepfake TexHosmoruu?
a) Simple feature matching.

b) Generative adversarial networks (GAN).

c) Binary decision trees.

d) Reinforcement learning.



e) Convolutional autoencoders.

Bonpoc N2 16

Yrto Takoe o6paTHbIM nepeBos (back translation) B NLP?

a) TexHMKa MOBBILIEHUSI PAa3HOOOPA3Us JAHHBIX NMyTeM IepeBoja MpeJJIoKeHUH Ha
MHOCTPaHHbIHY A3bIK U 06paATHO.

b) MeTop, A/151 aBTOMAaTU4€CKOT0 U3BJI€YEHUsI KJII0UEBbIX CJIOB.

c) MauMHHBIN MepeBo/; BHYTPHU OJJHOTO S3bIKA.

d) Yay4uieHHbIM MeTO/ TPaHCJAUTEPALUH.

e) BoccTraHOBJIEHHSI OpPUTHHAIBHOTO TEKCTA MOC/E UCKAXKEH Ul

Bonpoc Ne 17

YTo Takoe Mo3UIMOHHOE KoAHMpOoBaHUe (positional encoding) B Tpancdopmepax?
a) CneninasbHbI MeXaHU3M JJid lepe/iayy M0JI0KEHHUSI TOKEHOB B IPE/IJI0KEHHUU.
b) Cuctema nojcyeTa 4aCTOThl BCTPEYaE€MOCTH CJIOB.

c) PopMa CHHTAKCUYECKOT0 aHAJIM3a TEKCTA.

d) IIpocTo#t MeTO/, COPTUPOBKHU CJIOB 10 a/1paBUTY.

e) TunuuHasi cxemMa COKpallleHHs c10Baps.

Bomnpoc Ne 18

Kakass Mepa yacTo ucnosb3yeTtcs JJisi OleHKH 3QPEeKTUBHOCTU KaacCUPUKALMOHHBIX
Mojesei B NLP?

a) Mean squared error (MSE).

b) Accuracy.

c) Bias-variance tradeoff.

d) Root mean square deviation (RMSD).

e) Silhouette coefficient.

Bonpoc Ne 19

Kakoii anroputm wucnosb3yercs JJs OOHapy»keHHS (perMOB W pPaMOK BOKpPYT
06'bEeKTOB Ha U306pakeHUn?

a) Histogram equalization.

b) Edge detection filters.

c) Region proposal networks (RPNs).

d) Fourier transform.

e) Median filter.

Bonpoc Ne 20

Kakoil mogxos wucnosnb3yeTcsa [AJisd aBTOMAaTU4YeCKOW TreHepaLMy MOANUCEH K
M300paKeHUsAM?

a) Single-layer perceptron.

b) Hierarchical clustering.

c) Encoder-decoder architecture.

d) Bayesian inference.

e) Hidden Markov Models (HMM).

Bomnpoc Ne 21

Uto Takoe masking B attention Mexanusmax TpaHcdopMepoB?

a) [lomaBsieHNe YacTH BXOAHBIX JJAHHBIX JJIS NPEAOTBPAIleHUs] YTeUKH HHPOpMAIlHH.
b) YceueHue AIMHHBIX IPeJJI0KEHUH.

c) Arperanus cocelHUX CJIOB B OJJHO LieJIoe.



d) 3anosiHeHHe MPO6EIOB B CTPYKTYPE NPeAI0KeHHUS.
e) leHepalys AOMOJHUTENbHBIX TPU3HAKOB.

Bonpoc Ne 22
Kakoil TepMHH omnuMcbIBaeT sBJeHHE NMOTepU MHPOPMATUBHOCTU IJIyOOKHUX YpPOBHEU
HEWPOHHOH ceTHu?

a) Vanishing gradients.

b) Overfitting.

c) Exploding gradients.

d) Feature engineering.

e) Weight initialization.

Bonpoc Ne 23

Kako¥ Tun fjaHHBIX XapaKTepeH [Jid 3aJa4 computer vision?
a) TekcToBble pailibl.

b) Buzaeo u n3zobpakeHusl.

c) 3ByKOBbIE CUTHAJIbI.

d) Yucna ¢ niiaBaro1em TOYKOM.

e) BuoMeTpuyeckue nokasareJiu.

Bonpoc Ne 24

Kakoil MHCTPYMEHT UCNO0J1b3yeTCH AJi1 aHa/IM3a 3MOLMOHAJIbHOM OKPACKU TeKcTa?
a) POS tagging.

b) Dependency parsing.

c) Emotion recognition through sentiment analysis.

d) Optical character recognition (OCR).

e) Speech-to-text conversion.

Bonpoc Ne 25

Yrto Takoe Mopdosioruueckuid pasdop (morphological parsing) B NLP?

a) BoluncieHre rpaMMaTHYECKUX CBOMCTB CJI0B (POJ, YMCJI0, TAZleX U AP.).
b) AHa/sM3 YaCTOTHOCTHU yNOTPeOJIEHUS CI0B.

c) leHepanus abCTPaKTHOIO COZlep>KaHUS TEKCTA.

d) ABTOMaTH4eCKOe CO3/laHUEe XY/L0’)KeCTBEHHbIX TPOU3BEJEHUN.

e) Pacno3naBaHue 06pa3oB Ha poTorpadpusx.

Bonpoc Ne 26

Kakoil mapamMeTp xapaKTepHu3yeT KauecTBO Paclo3HaHUSA JIMIAa HAa U300pakKeHUU?
a) liBet ¢ona.

b) BpeMs CyTOK CbeMKH.

c) Accuracy (TOYHOCTb pacrio3HaBaHMUsA).

d) Yros HakJioHa KaMephl.

e) KauecTBo ocBeleHus.

Bomnpoc Ne 27

Yrto Takoe ob6yyeHue c nogkpenseHueM (reinforcement learning)?

a) MeTtopn o6y4yeHus, HapaBJeHHbIN Ha yJIy4dllleHWe KadyecTBa TEKCTA.

b) Crparerus o6ydeHusi, TAe areHT IMOJyyaeT BO3HarpaxkJieHue 3a MPUHATHE
NpaBUJIbHBIX IEUCTBUM.

c) AHa/IU3 JIMHTBUCTUYECKUX 0COOEHHOCTEMN TEKCTA.

d) CTpykTypa /151 COXpaHEeHU s JaHHbIX.



e) [Iponecc nepeHoca 3HaHUM € OJHOM 3a/ja4yU HA APYTYIO.

Bonpoc Ne 28

Kako#l anroputm ucnoJib3yeTcs A1 QUABTPALUU CTON-CI0B B JOKyMeHTaX?
a) CountVectorizer.

b) Latent Dirichlet Allocation (LDA).

c) Stop words removal.

d) FastText embedding.

e) Multi-class classification.

Bomnpoc Ne 29

Yrto Takoe batch normalization B HepOHHBIX ceTX?

a) Hopmasu3anus npru3HaKoB NepeJ; BBOZOM B CETb.

b) Ynydiienue ob6y4yeHus1 ceTy NyTeM HOpMaJU3al U1 BHYyTPEHHUX Pe/iCTaBJIeHUN.
c) CTaHJapTHU3aLMs pa3MepoOB NAKETOB JAHHBIX.

d) 3ameHa ycTapeBLINX CJI0EB HOBBIMH.

e) YMHOXeHNe BEeCOB CJI0EB Ha MOCTOSIHHBIN KO3QPUIIUEHT.

Bomnpoc Ne 30

Yo Takoe 3xo-rpaMMbl (echograms) B cucTeMax CUHTe3a peyu?

a) XapakTepHUCTHKa 3By4YaHUsI ['0JI0COBBIX KOMaHJ,

b) Oco6eHHOCTh 3BYKOBOW BOJIHBL.

c) MeTpuKa /i1 U3MepeHUs KaueCTBAa CUHTEe3UPOBAaHHOM peyu.

d) MexaHH3M 06paTHOM CBS3U IPU PaClO3HAHUHU ToJI0Ca.

e) PenpeseHTanus aKyCTUYeCKMX CUTHAJIOB, IOMOrarwolias aHaJlW3UpOBaTb CIEKTP
3ByKa.

Tecmosble eonpocwbl 0415 OYeHKU YpOB8HS 0CB80€HUS KomnemeHYyulli (0mKpbimbiii
mun):

Pa3pen I «TeopeTuko-MmaTeMaTU4YeCKHE OCHOBBI HCKYCCTBEHHOI0 UHTE/IJIEKTa»

Bompoc Ne 1

Ha3BaHue KJacCMYeCcKOro MeToJa KJacTepusalid, KOTOopblkd ¢opMupyeT 3apaHee
yKa3aHHOE KOJIMYECTBO KJIACTEPOB MyTEM MOCTENEHHOTO NepeMelleHUs IEHTPOB Macc.

Bonpoc Ne 2

OcHoBHOM HexocTtaToK MeToAa KNN (6smxkaliux cocefieil): He06X0AUMOCTb XPaHUTh
BECh 00yYaro Ui

Bonpoc Ne 3

OCHOBHOe NpeuMYyLIeCTBO MCIOJIb30BaHUS FeHepPaTHBHBIX MOJieJlell — CIIO0COOHOCTD
CO3/1aBaTh .
Bonpoc Ne 4

ABTOKOJUPOBILIUK COCTOUT U3 BYX YaCTEU: Y [IeKOJAUPOBILUKA.

Bonpoc Ne 5

BbaliecoBckasi ceTb — 3T0 rpadoBasi Mo/ieJib, I/le BEPUIMHbI COOTBETCTBYIOT CAy4alHbIM
BeJIMUMHAM, a pébpa yKa3bIBalOT Ha

Bonpoc Ne 6

[Ipy KakoW TexXHHKe U3 BPEMEHHOrO psJila MCKJIHYAIT HU3KOYACTOTHbIE KOJieOaHUs,
OCTaBJIsIsl BLICOKOYACTOTHbIE JIeTaU?

Bonpoc Ne 7




ARMA-Mozesib KOMOUHUPYET ZiBe COCTaBJIsIIOIMe: aBToperpeccuBHyto (AR) u
cpeaHoto (MA).

Bomnpoc Ne 8

[nybokas HeWpOHHas CeTb COCTOUT M3 MHOXeCTBa , 0becreyrnBaroLNX
BO3MO>XHOCTb CJI0KHOT'0 IPeobpa30BaHUs IPU3HAKOB.

Bomnpoc Ne 9

[log6op Jydiield apXUTEKTYpbl HEMPOHHOM CeTU M TUIepnapaMeTpOB Ha3bIBaeTCHA

Bomnpoc Ne 10

OcHOBHOM 3ajjauel 3Tana NpenponeccuHra JaHHbIX ABJSAETCHA yCTpaHeHWe HeMNoJaZ ok,
3amoJiHeHHe IPOMYCKOB U JIQaHHBIX.

Bonpoc Ne 11

[Ipouecc noucka rpaHulbl pasjesa MexJy KJaccaMU B 3a/ade KJacCUPUKAL MU HOCUT
Ha3BaHUe .
Bonpoc Ne 12
BpeMeHHble pAAbl XapaKTEPU3YHOTCH HaJWYMEeM TPEX OCHOBHBIX COCTABJISIOIIUX:

TPEH/a, M OCTAaTOYHOM COCTAaBJISIOLLEH.

Bonpoc Ne 13

OauH K3 pacnpoCTpaHEHHBIX METOAO0B 6OOpbObl C NepeobyyeHHWEM — BBeJeHHUE
peryJsipHOroMoHHOro urpada Ha CyMMy BECOB.

Bonpoc Ne 14

CBEpTOYHbIE CJIOM B HEHPOHHBIX CETSIX BBINOJHAIT ONEpaLUIo , U3BJIeKas

XapaKTepHble 0CO6eHHOCTH U300paKeH Usl.

Bomnpoc Ne 15

Jlnsi pacyéra mokasaTesied KadyecTBa KJIAacCUMPUKALMK YaCTO HCMOJIb3YIOT TaOJIHILY,
Ha3bIBaeMylo MaTpulen

Bonpoc Ne 16

CTaHJapTHBIM MOAXOA K OIeHKe MOJieJIM B YCJOBUSX HeJNOCTaTKa JaHHbIX —
npoBeJieHue BaJIMA AL H.

Bomnpoc Ne 17

Jloructuyeckasi perpeccusi HCIOJIb3yeTCs MNPeUMYyLleCTBEHHO JJis 3ajad
KJIacCUPUKALH.

Bomnpoc Ne 18

[TonaBsiieHne 3G PEKTOB MaJIbIX aMIJIUTYA U YCUJIEHHE OOJIbIINX 3HAaYEeHUH XapaKTepHO
JUIS1 oTlepaluu JaHHBIX.

Bonpoc Ne 19

[eHepaTUBHbIE COCTSI3aTeJibHbIE CETH COCTOSAT M3 ABYX KOHKYPUPYIOIIUX MOJYJEMN:
reHeparopa u .

Bonpoc Ne 20

YTo mnosiy4yarOT HaA BbIXOJEe OOYYEHHOTO aBTOKOJMPOBINMKA, MPOXOJSAIIEro uepes
poLeypy CXKaTHUSl U BOCCTAHOBJIEHU?

Bomnpoc Ne 21

Yro Takoe pooling B cBEpTOYHBIX HEHPOHHBIX CETAX?

Bonpoc Ne 22

BeposiTHocTHass rpada, BbIpaXkarolias COBMECTHOe pachpejesieHhe CaydyalHbIX
BeJIMYMH, Ha3bIBaoIascs CeThIo.

Bomnpoc Ne 23

BapuairoHHble aBTO3HKOEpPbl OTJIMYAIOTCSA OT OObIYHBIX J06aBJIE€HHEM OrpaHUYEHUN
Ha MPOCTPAHCTBO.

Bonpoc Ne 24

KnroueBas uaesa metoga k ommkanmux coceneit (KNN) ocHoBaHa Ha ompejeseHUH



Bomnpoc Ne 25
Metogom ARIMA MoxHO 3¢deKTUBHO 06paboTaTh BpeMeHHble pAAbl, 06/ajawliue
XapaKTepUCTUKAMU CTAlMOHAPHOCTH U

Bonpoc Ne 26

Mogenr LSTM o6JsafaeT cnenuaJbHOW CTPYKTypoH C sA4YelKaMU MaMATH,
N03BOJIAAKOLIEN CIPaBJIATHCA C IPObIeMOU rpajiueHTa.

Bomnpoc Ne 27

OcHoBHasa 3ajaya aiaroputMa EM (Expectation Maximization) — HailTu napameTpbl
CMecCHU pacnpeziesieHUul, COOTBETCTBYIOIIMEe HaW0O0IbllIeMy 3HAaYEHHUIO

Bomnpoc Ne 28

OpHO M3 MpeuMyIlecTB 00y4dyeHUs1 ¢ y4yuTesneM (Supervised Learning) — Hasuyue
YETKUX JIJ151 OLleHHBaeMbIX MO/l eJleu.

Bonpoc Ne 29

OTcyTcTBUE SIpKO BBIPaXXEHHOT'O TpeHJa B JAaHHBIX CBU/ETEJbCTBYeT O CBOWCTBAX
BpEeMEHHOTr0 psi/ia, Ha3bIBaeMbIX
Bonpoc Ne 30
[lopep>xrBatoliie BeKTOpHble MaluHbl (SVM) cTposATcA Ha MOMCKe ONTHMaJbHOU
IIJIOCKOCTH.

Pa3pgeu 11 «IlpakTUKH c60pa, OYUCTKU U NIPeABapUTEIbHON 06PAaGOTKHU JaHHBIX»

Bonpoc Ne 1

TepmuH, oO3HauarwLWMK 3aMeHy OTCYTCTBYIOLIMX 3HAa4YeHUW CpPeJJHUMU HWJIH
MeJIMaHHBIMU 3HAaYE€HHUSIMHU COOTBETCTBYIOILIUX CTOJIOLOB.

Bonpoc Ne 2

MeTopg, npuMeHaeMbIH AJ1d yaJleHUsd KpalHHUX 3Ha4eHU M B Habope JaHHBIX.

Bomnpoc Ne 3

[Ipeo6pa3oBaHue JaHHBIX, TP KOTOPOM BCe 3HAY€HMs MOMNaAanT B MHTepBas oT 0 10

Bompoc Ne 4

CTaTUCTUYECKUH MeTO/, MO3BOJISIUIMNA ONpeJeJUTh OJHOPOAHOCTb BBIOOPKH IO
KPUTEPHUIO MEXKBAPTHUJILHOTO MPOMEXYTKa.

Bonpoc Ne 5

[Ipouenypa, HeobxoAMMas AJil NOATOTOBKH 00JIbIIMX HAOOPOB JAaHHBIX K XpaHEHUIO U
06paboTKe.

Bonpoc Ne 6

Tun [gaHHBIX, KOTOpPBIM TNOAJIEXXUT VAAJEHUIO U3-32 HEKOPPEKTHOCTU WM
HEBO3MOXXHOCTHU 00paboOTKH.

Bompoc Ne 7

MeToz, npeiHa3HaYeHHbIH /11 0OHAPYKEHH aHOMa/IMi B OlTHOMEPHBIX JJaHHBIX.

Bomnpoc Ne 8

[lokasaresib, pacCYUTHIBAIOILUN CpPeJHUN MPOLEHT OMMOKU NMPOrHO3a OTHOCUTEJIBbHO
peasibHOr 0 3HaY€eHUsl.

Bomnpoc Ne 9

[Ipouenypa, BbIMOJIHAEeMasA MNepes aHaJIM30M J[AaHHBIX [Ji HCKJAIOYeHHS OLIMOOK
U3MepeHUH U apTeaKTOB.

Bomnpoc Ne 10

[IpeoObpa3oBaHre TPU3HAKOB, CBOJsLlee KakJoe 3HadyeHWe K CTaHJApTHOMY
OTKJIOHEHUIO OT CPeJHETO.

Bomnpoc Ne 11

Haubosee 3dPekTUBHBIM MeToj AJisi 06pabOTKU O6OJIbIIMX HAOOPOB JIaHHBIX B



OrpaHHUYEeHHbIX PECYPCHBIX YCIOBUSIX.

Bonpoc Ne 12

XapaKTepuCTHKa, 0Ka3bIBal1|as, HACKOJbKO 0JIM3KO NOBeJeHUEe peasbHbIX JaHHBIX
COOTBETCTBYET NPEANOJI0XKEHHOMY pacipeseseHUI0.

Bonpoc Ne 13

AJITOpUTM, UCNI0JIb3YEeMbIH /151 aBTOMAaTHUYECKOI0 pa3/ie/ieHus 00'beKTOB Ha TPYMIIbIL.

Bonpoc Ne 14

Ha6op TexHUK, HanmpaBJIeHHbIX Ha MOBbIIIEHUE KAYeCTBA JaHHbIX MYTEM YIPOLIEHUS U
yHUPUKaALUH.

Bomnpoc Ne 15

Buj naHHBIX, KOTOpble TPeOYIOT 0COO0ro BHHUMaHUS H3-32 CBOEH PEJKOCTU WU
Ba)KHOCTH.

Bonpoc Ne 16

Crmoco6 mnpeaBapuTesbHOM 006pabOTKH, NPU KOTOPOM BBINOJIHSIETCS 3aMeHa
onpeje/ieHHbIX 3Ha4eHUH 60Jiee 0OLUIMMHU KaTerOpUsIMHU.

Bonpoc Ne 17

[Iponenypa, mno3BoJAKOLAs OLEHUTh 3HAYMMOCTb IPU3HAKOB U  HUCKJKYUTH
MaJio3Hayallue aTpUubyThl.

Bomnpoc Ne 18

[IpocToii cmnoco6 BbISABJAEHUSI aHOMaJM{, OCHOBAaHHbIA Ha CpPaBHEHHUMU TeKYIUX
3HAaYEeHU U C UCTOPHUYECKUMHU MTOKA3aTESIMU.

Bomnpoc Ne 19

Tun ananusa, npoBepAKIIUNA CTAOUIbHOCTDb JaHHBIX BO BpEMEHHU.

Bonpoc Ne 20

MeTopg, ucnosb3yeMblil /151 yay4dlleHUs] TOUHOCTH NpeJiCKa3aHWU B paMKax aHCaMbJ1s
MoJlesIeH.

Bonpoc Ne 21

Jdtansl nponecca ETL, Heo6xoAuMble AJis1 HOATOTOBKH OOJIbIIMX HAOOPOB JJaHHBIX.

Bonpoc Ne 22

Ksnacc MeTozi0B, nmpeiHa3HAYEHHBIX [JIS U3y4YEHUsI CTPYKTYpPbl JAHHBIX 6€3 HaJIU4Hs
3apaHee onpe/ieJIEHHON MapKHUPOBKHU.

Bonpoc Ne 23

Yto mnpuMeHsieTcs JJisl pacyeTa JOBEPUTEJbHOTO HWHTepBajia IMpU MpPOBEpKe
HOPMaJIbHOTO pacnpejiesieHust JJaHHbIX?

Bonpoc Ne 24

Cnoco6 uHTerpanuu 60b10r0 06’béMa Pa3HOPOJHbBIX IaHHbBIX B €JUHYI0 CUCTEMY.

Bonpoc Ne 25

TepmuH, 0603HaYalLUH HEBO3MOXXHOCTb TOYHO CONOCTAaBUTbH peasibHble JlaHHbIE
TeopeTUYeCKoOMy paclpe/ieseHHIO.

Bonpoc Ne 26

Kakas craTucTHKa moMoraeT o6Hapy>XUTh aHOMaJIMU B BbIGOpPKe C MOMOIIbI0 MeTOo/a
CTaHJAPTHBIX OTKJIOHEHUU?

Bonpoc Ne 27

COBOKYNHOCTb MPUEMOB, HAaNpaBJIEeHHbIX Ha yJydllleHHWe TOYHOCTH W HaAEXKHOCTH
aHa/v3a JJaHHbIX.

Bonpoc Ne 28

MexaHu3M, CayKalui AJis npeoaoseHus 3ddekTa JOMUHUPOBAHUS OJJHUX MPU3HAKOB
HaJl PYTUMHU.

Bonpoc Ne 29

[Iponenypa, ycTpaHswouiass npobseMy TreTepoCKeJaCTUYHOCTU B perpecCUMOHHbIX
MO/ eJIsAX.



Bonpoc Ne 30
KpuTepuii, no3BosAI0LWN BbIOpATh ONTUMa/IbHbII HAOOp MPU3HAKOB [1J151 IOCTPOEHHUS
MOZIeJIU.

Paspe Il «TeXHOJIOrMM MU MHCTPYMEHTBI aHA/IM3a JaHHbBIX»

Bompoc Ne 1

ApxuTeKTypa HEMPOCETH, UCIIoJIb3yeMas Jisl 06pabOoTKHU MocJe0BaTeNbHbIX JJaHHbIX,
TAaKUX KaK TeKCT UJIU 3BYK.

Bomnpoc Ne 2

CnenuanusupoBaHHasi apxXUTEKTypa HelpoceTH, MNpHUMeHseMass [JJsd  3ajady
KOMIIbIOTEPHOTO 3peHUs], TAKUX KaK paclio3HaBaHUe U300parKeHU .

Bomnpoc Ne 3

ba3zoBas eauHUIla B 00pabOTKe eCTeCTBEHHBIX SI3bIKOB, COOTBETCTBYIOIAsl CJOBaM
WJIU JIEKCUYECKUM KOHCTPYKIUAM.

Bonpoc Ne 4

HelipoceTeBasi apxuTeKkTypa, u3BeCcTHasd cBoel 3(PQPEKTUBHOCTbIO B CO3JaHUU
doTOpeasnucCTUYHbIX U306paXKEHU.

Bonpoc Ne 5

WM apxUTeKTypbl, CTaBlllell NONy/AspHON 6Jiarofjapsi CBOUM ycnexaM B 3ajadax NLP,
0COOGEHHO U3BECTHOW CBOMMHU BO3MOXKHOCTSIMU B IOHMMaHUH KOHTEKCTA.

Bonpoc Ne 6

[Toaxof, Npu KOTOPOM peKoMeHJauuss GOPpMUPYETCA UCXO/A U3 MPOLLJIOro NOBeJeHUs
0J1b30BaTeJIA.

Bomnpoc Ne 7

dyHaMeHTa/lbHbIA  NPUHLMN  00pabOTKM  TEKCTOB, IMpH KOTOPOM  CJIOBa
npeoOpas3yrTCcd B YUCIOBbIE BEKTOPHI.

Bomnpoc Ne 8

[IpyuHLMI, JieKallMi B OCHOBE COBPEMEHHBIX MOJeJie peKOMeHJalyK, coYeTarlun
KOHTEHTHBbIE U [0BeJIeHYEeCKHUE MO X0/ bl.

Bonpoc Ne 9

M3BecTHas 6ubnoTeka Python aJis peanusanuu npoaBUHYThIX 3a7a4 NLP.

Bonpoc Ne 10

AJITOPUTM, 4YacTO HWCNOJIb3yeMBbIH [/l CerMeHTHpPOBaHUS U300pakeHUH B 3ajadax
KOMIIbIOTEPHOI'0O 3pEHMUSI.

Bonpoc Ne 11

OpHa 13 NoNyJISIPHBIX apXUTEKTYP TpaHCPopMepoB, pa3paboTaHHas Google A 33734
MallXHHOTO NepeBO/a.

Bomnpoc Ne 12

Mogenb, o6befUHAIOIIAA NPUHIMUIBI CaMOOOy4YeHHUS] U TeHepaTUBHBbIX MoJiesel,
UCII0JIb3yeMasi /i reHepaluy yoeUTeJIbHbIX TEKCTOBBIX COOOIeHUH.

Bonpoc Ne 13

Yrto o3HauyaeT a66peBuatrypa OCR B KOHTEKCTe TEXHOJIOTUM 06pabOTKHU JaHHbIX?

Bonpoc Ne 14

[logxos Kk 0Oy4eHUI0 HeWpOCeTH, NMPU KOTOPOM MOJeb YYUTCA MNpPeJCTaBJAAThb
CeEMaHTHYeCKHe CMBIC/bI CJI0B B BUZle HU3KOpPa3MepPHbIX BEKTOPOB.

Bonpoc Ne 15

[/1aBHad mNpUYMHA MCNOJb30BaHUA CBepTOYHbBIX caoeB B CNN giaa  3agay
KOMIIbIOTEPHOI'0O 3pEHMUSI.

Bomnpoc Ne 16

Tun sapa, yacTo UCNoIb3yeMbIH B 3ajla4ax 06pabOTKU U306paKeHU ! /151 BblieJIeHUs
Kpaes..



Bomnpoc Ne 17

YTo Ha3bIiBaeTCA LeHTPaJbHOM 4acTbl0 apXUTEKTyphl transformer'a, nossoJdwoLent
€My YYUTbIBATh NN0O3UIMI0 TOKEHOB B NI0CJIe/I0BAaTE/IbHOCTH?

Bonpoc Ne 18

[Iponecc, npu KOTOPOM HEHPOCEThb CaMOCTOATENbHO BblJie/IeT K/I4YeBble IPU3HAKU U
YUUTCS HAa COOCTBEHHBIX OIIMOKAX.

Bonpoc Ne 19

CaMblii H3BECTHbIM METOJ, H3BJIeYEHHS NPHU3HAKOB M300paXKEHUM, peasnu3yeMblil
CBEPTOYHBIMU HEUPOCETSAMH.

Bonpoc Ne 20

CnenuanusupoBaHHas 00JlacTb 0OpabOTKM  U300paKeHUW, HalleJleHHas Ha
BOCCTaHOBJIEHHE YETKOT0 U306paXKeHUs U3 Pa3MbITOI0 OPUTMHAJIA.

Bonpoc Ne 21

MeTpuka, ucnosib3yeMas AJis OLleHKH KayecTBa lepeBo/ila TEKCTOB U aBTOMATHU4YeCKU
CpPaBHHUBAMOILASA [TepeBO/bI C ITAJIOHHBIMU 00pa3LaMH.

Bonpoc Ne 22

TepMuH, 0003HaYawIIMK KOMILJIEKC WUHCTPYMEHTOB U METOJAMK JJis YIpaBJeHUs
NOTOKOM JJAHHBIX OT IIOCTYIIJIEHUS 10 aHAJIM3a U BblJa4¥ peKOMeH/Jall1H.

Bompoc Ne 23

BoibepuTe HasBaHUe 6uOMOTeKkH Python, cnenumannsupoBaHHOHN AJi 06pabOTKU U
aHa/M3a TEKCTOB.

Bonpoc Ne 24

Tun pekoMeH a1, OCHOBAHHBIX Ha COZlep>KaHUHU CaMUX NMPOJYKTOB UJIM MaTepUasoB,
npeJcTaBJIeHHBIX 10Jb30BaTeJIIO.

Bomnpoc Ne 25

TepMuH, 0603HavarI MK OpPMUPOBAHME BbIBOZ OB UJIN peaKLIMi HA OCHOBAaHUU paHee
HAKOIJIEHHOI'0 ONIbITA U 00y4YeHHbIX MO/ eJIeN.

Bonpoc Ne 26

CucteMa, aBTOMaTHU3UpYyWOLlasd BbINOJHEHUE IOBCeJHEBHBIX [JEWCTBUM Ha OCHOBE
MCTOPUHM aKTUBHOCTH 10JIb30BaTeJIA.

Bompoc Ne 27

AnropuTM, peiHa3HA4YeHHBIH [1JI1 TOYHOTO JIOKA/IM3aLMA 00'beKTOB Ha U300paKeHUH
Y BbIBO/Ia IPSIMOYTOJIbHUKOB BOKPYT OOHApYy>KeHHbIX 00'bEKTOB.

Bomnpoc Ne 28

Camas nonyJsisipHasi 6U6JIMOTEKA 1J1s1 00pabOTKH €eCTECTBEHHOrO si3blKa Ha maTdopme
Python.

Bomnpoc Ne 29

OcHOBHasg  xapaKTepUCTHKa, INO3BOJAKOLAA  pPeKOMeHJaTeJbHbIM  CUCTeMaM
npejJaraTb 0J1b30BaTe/IM IepCOHAJIM3UPOBaHHbIe TOBAPbI UJIU YCIYTH.

Bomnpoc Ne 30

AJITOpPUTM, UCNIOJIB3YyEMBIN [1J1F ITIepeBo/ia eCTECTBEHHOI0 fA3blKa B MAallIMHOYUTAEMbIH
dopmMar.
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