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1 OBIIME ITOJIOXKXEHUA

OneHoyHble MaTepuanbl — 3TO COBOKYIMHOCTh Y4YEOHO-METOJUYECKUX MaTepHalioB
(KOHTpONBHBIX 3aJlaHUil, omucaHuil (opM U mporenyp), NpeaHa3HAYEHHBIX A OICHKHU
KayecTBa OCBOCHHUS  OOydYalOUIMMMCS JAHHOM  JUCHUIUIMHBI KaKk YacTH  OCHOBHOMU
npodeccuoHanbHON 00pa30BaTEIbHON TPOrPAMMBI.

[lenb — OLIEHUTH COOTBETCTBHE 3HAHHWI, yMEHUH U YpPOBHS NPHOOPETECHHBIX
KOMIIETEHIIMM, oOyyaromuxcs ULensM W TpeOOBaHHSM OCHOBHOW IMpodecCHOHATBHON
0o0pa3oBaTeabHON MPOrpaMMbl B XOJI€ MPOBEJIEHUS TEKYIIEro KOHTPOIS M IPOMEXKYTOUHOM
aTTecTall|u.

OcHoBHas 3a7aua — 00eCIeUUTh OLIEHKY YPOBHS C(POPMHUPOBAHHOCTH OOIIEKYIbTYPHBIX,
oOrmrenpodeccHoHaNbHBIX U MPOQPECCHOHATBHBIX KOMITETEHIINH, MPUOOpPETAEMbIX 00yUYaOIIUMCSI
B COOTBETCTBHH C STUMH TPEOOBAHUSIMHU.

Koutponbs 3HaHuil mpoBOIUTCS B (QOpME TEKYLUIEro KOHTPOIS M INPOMEKYTOYHOMH
aTTeCTalMH.

Texylmuil KOHTpPOJb YCIIEBAEMOCTH MPOBOJUTCS C LEJIbI0 OMNPEJCNICHUs CTENeHH
YCBOEHHUSI y4eOHOro maTepuana, CBOCBPEMEHHOTO BBISBICHUS W YCTpaHEHUS HEIOCTATKOB B
MOJTrOTOBKE O0YYAIOIIMXCS U MPUHATHS HEOOXOIUMBIX MEp IO COBEPIIEHCTBOBAHUIO METOIUKU
MpernoAaBaHusl y4eOHOM TUCIUIUIMHBI (MOAYJs), OpraHu3aluu paboThl O0y4arouMxcs B XOJe
y4eOHBIX 3aHATHI U OKa3aHUS UM UHAUBUAYATILHOW MTOMOIIH.

K xoHTpoIto TekyIel ycreBaeMOCTH OTHOCSATCS IPOBEPKA 3HAHWI, YMEHUH U HaBBIKOB,
MPUOOPETEeHHBIX O0YYaIOIIMMHUCA B XOJ€ BBINOJHEHUS WHAWBUAYAJIbHBIX 33JaHUld Ha
MPAKTUYECKUX 3aHATUSAX U JabopaTopHbIX padoTax. [Ipu olleHMBaHWU PE3yNbTATOB OCBOCHUS
MPAKTUYECKUX 3aHATUHA W Ja0OpaTOpHBIX pabOT MpPUMEHSETCs IIKaja OLEHKH «3aYyTeHO — He
3auTeHo». KonundyecTBo 1a0OpaTOpHBIX M TNMPAKTUYECKUX pabdOT M UX TeMmaThKa oIpejaereHa
paboueit mporpaMMoi TUCIUILIMHBI, YTBEPKICHHON 3aBEIYIOIIUM Kadeapoil.

Pe3ynbrar BBIONHEHUS KaKO0TO MHAWBUAYAJIBHOIO 3aJaHMsI JOJDKEH COOTBETCTBOBATh
BCEM KPHUTEPUSM OLIEHKH B COOTBETCTBUU C KOMIIETEHLUSMHU, YCTAHOBJIECHHBIMU AJIsl 33JaHHOTO
paznena JUCHUILTUHBL.

[IpoMexyTOUHbII KOHTPOJIb IO JUCLUIUIMHE OCYIIECTBIISIETCS IPOBEACHNUEM dK3aMeHa U
TEOPETHUYECKOI 0 3a4eTa.

dopma TpoBEACHHMS OK3aMEHa — IUCHBMEHHBIM OTBET MO  YTBEP)KIECHHBIM
9K3aMEHALIMOHHBIM  OuieraM, CQOPMYJIUPOBAHHBIM C Y4YETOM COJIEpKaHHs  y4eOHOM
JUCLMIUIMHBL. B sK3aMeHalMOHHBIM OMJIET BKJIIOYAETCsl J[Ba TEOPETHYECKHX BOIpOCa W OJAHA
3amava. [locie BbIMONHEHUS NHCHMEHHON paboThl 00ydyaeMOro MPOU3BOIUTCS €€ OICHKa
npernojaBareiaeM U, Mpu HeoOXOMMOCTH, TPOBOIUTCS TeOpeTHUecKas 6ecena ¢ 00ydyaeMbIM s
YTOYHEHHUS SK3aMEHALMOHHON OILIEHKH.

2 OIMUCAHUE MMOKA3ATEJIE U KPUTEPUEB OLIEHUBAHUS
KOMIIETEHLUIA

CdopmupoBaHHOCTH KaxkA0H KOMIIETSHIIMH (MJIH €€ YaCTH) B paMKaX OCBOCHHSI JTaHHOM
JMCLHMIUIMHBI OLIEHUBAETCS 1O TPEXYPOBHEBOM IIKAJIE:

1) moporoBelii  ypOBEHb SBISETCS OO0S3aTEABHBIM JUII BCEX OOYYAKOIMUXCSA 10
3aBCPHICHUHN OCBOCHUA NUCHHUIIIINHBI,

2) TpOIBUHYTHIN YPOBCHb XapakTepu3yeTCs  MPEBBIIICHUEM MHUHMMAaJIbHBIX
XapaKTEPUCTUK C(HOPMUPOBAHHOCTH KOMITETCHIIMH 110 3aBEPIICHUN OCBOCHUS AUCITUTLINHBI,

3) 3TaJIOHHBIN YPOBCHb XapaKTCPU3YCTCA MAaKCUMAJILHO BO3MOKHOU BBIPAKCHHOCTBIO
KOMHGTGHHI/Iﬁ U ABJIACTCS BAXKHBIM KAaUCCTBCHHBIM OpI/IeHTI/IpOM JUIS CaMOCOBepH_IeHCTBOBaHI/IH.



YpoBeHb 0CBOCHUS KOMIIeTeHIIM i, GOpMUPYeMBbIX 1M CHUIIINHOM:

Onucanue KPUTEPHUEB U IIKAJbI OHCHUBAHUA TECTUPOBAHUSA:

xana Kpurepuni
OLICHMBAHUS
3 Oasuta YpoBeHb yCBOEHHUS MaTepHalla, IPeyCMOTPEHHOI O IPOrPaMMON:
(9TaJIOHHBIN YpOBEHb) | MPOLIEHT BEPHBIX OTBETOB HA TECTOBBIE Bompock! oT 85 no 100%
2 banna YpoBeHb ycBOEHUS MaTepHala, IPeIyCMOTPEHHOIO IPOrPaMMON:
(MpOABUHYTHIN YPOBEHB) | MPOIICHT BEPHBIX OTBETOB Ha TeCTOBBIE BONpockl ot 70 mo 84%
1 Gamn YpoBeHb yCBOEHUS MaTEpHUaia, IpeayCMOTPEHHOT O TPOrpaMMON :
(IOpOroBbIi ypOBEHb) | MPOLIEHT BEPHBIX OTBETOB HA TECTOBBIE BOIPOCKI OT 50 10 69%
0 6amoB YpoBeHb yCBOEHHS MaTepuaa, peIyCMOTPEHHOr 0 TPOrpaMMON:

MPOIICHT BEPHBIX OTBETOB HA TeCcTOBBIE Borpockl oT 0 10 49%

Onucanue KPUTEPUECB U IIKAJbI OHCHUBAHUA TCOPETUIECCKOI0 BOIpoca:

Ixana Koureomui
OlICHUBAHUSI puTep
3 Oaruta BBICTABJISIETCSl CTYACHTY, KOTOPBIM JaJl MOJHBIA OTBET Ha BOIPOC,

(3TalOHHBIN ypOBEHB) | IMOKa3al TIyOOKHE CHCTEeMAaTH3MPOBAHHBIE 3HAHMS, CMOT IPHUBECTH
IPUMEpPBI, OTBETUJI HA JOMOJIHUTEIbHBIE BOIIPOCHI IPEIO1aBaATEN s

2 Oaina BBICTABJISIETCS CTYJEHTY, KOTOPBIN J1aJl ITOJHBIM OTBET HA BOIIPOC, HO
(HPOHBI/IHYTBII/I ypOBeHB) Ha HEKOTOPhIC NOIOIHHUTECIIBLHBIC BOIPOCHI NPEIIOAABATEIISI OTBECTHUII
TOJILKO C TOMOIIIbI0 HABOAAIIMX BOIIPOCOB

1 6amn BBICTABIIICTCS CTYACHTY, KOTOPBIH J1ajl HEIIOJHBIN OTBET Ha BOMPOC B
(IIOpOTOBbI YPOBEHB) | Gupere M CMOT OTBETHTH HA JIOMIOJTHUTENbHBIE BOIPOCHI TOJBKO C
MOMOIIIBIO MPENOIaBaTeINsI

0 6anoB BBICTABJISIETCS CTY/ICHTY, KOTOPbIM HE CMOI' OTBETUTH Ha BOIIPOC

Onucanue KPUTEPHUEB U INIKAJBI OICHUBAHUA NMPAKTUYCCKOI0 3aIlaHUA:

llkana Kpurepuii
OIleHUBAHUS
3 Oamra 3amaya penieHa BepHO
(3TaJIOHHBINA YPOBEHB)
2 Oana 3anaua pelieHa BEpHO, HO UMEIOTCS HETOYHOCTH B JIOTHKE PEIICHUSI
(IpOABUHYTHI YPOBEHB)
1 Gann 3amaya pelieHa BEpPHO, C  JIONMOJHUTENBHBIMA  HaBOASALIUMHU
(TIOpOTOBBIN YPOBEHB) | BOIIPOCAMU MPEIOAaBaTeNs]
0 6amoB 3amada He perieHa

Ha npomexytounyio arrecranuio (3K3aMEH) BBIHOCUTCS TECT, JIBa TEOPETUUYECKUX
BOnpoca W 2 3amayd. MakcMMajbHO CTYIEHT MOXeT HalOpath 15 OamwioB. Wrtorosbrit
CyMMapHbIi 0ajul CTyJIeHTa, MOJYYEHHBIH MPH MPOXOXKICHUH MMPOMEKYTOUYHOM aTTeCTallHH,
MEepPEeBOANTCS B TPATUIMOHHYIO (OpMY 1O CHCTEME  «OTIUYHO»,  «XOPOIIOY,
«YHOBJICTBOPUTCIIBHO» U «HCYAOBJICTBOPUTCIILHO.

Ouenka «OTJIMYHO» BBICTABIISCTCS CTYIEHTY, KOTOpPBIi HaOpan B cymme 15 GamioB
(BBIMIOJIHUTT BCE 3aJaHUsl Ha OTAJIOHHOM YypoBHE). OOs3aTeNbHBIM YCIOBHEM SIBISICTCA
BBITTOJIHCHUC BCCX MPCAYCMOTPCHHBIX B TCUCHUC CCMECTPA MPAKTUICCKUX 3aI[aHI/II>'I.

Ouenka «XOpoIIo» BBICTABIISICTCS CTYACHTY, KOTOPBIA Habpan B cymme ot 10 mo 14
0a/uIOB MpHU YCIOBHH BBHIMOJHEHUSA BCEX 3aJaHUN Ha YpOBHE HE HIMXKE MPOJBUHYTOTO.
O0s13aTeNbHBIM YCIOBUEM ABJIACTCA BBIIOJHCHUEC BCEX IMPEAYCMOTPCHHBIX B TCYCHUC
ceMecTpa MPaKTUYECKUX 3a/laHuH.

OneHka «ya0BJIETBOPUTEIBLHO» BBICTABIACTCS CTYJIEHTY, KOTOPBIA HaOpana B cyMMe
oT 5 10 9 GanIoB MpHU yCIOBUU BBIMOJIHEHHS BCEX 3aJlaHUI HA YPOBHE HE HHMKE IIOPOTOBOTO.



O6$IBaTeJ'II)HBIM yCJ'IOBI/IeM SABJIACTCA BBIITOJIHCHUEC BCEX HpeI[yCMOTpeHHI)IX B TCUCHUC
ceMecTpa MPaKTHIECKUX 3adaHuH.

OneHka «HeYJAOBJIETBOPUTEIbHO» BBICTABISETCS CTYICHTY, KOTOpBI HaOpan B
CyMMe MEHee 5 OaJUIOB MM HE BBIMOJIHIII BCEX NPEIyCMOTPEHHBIX B TEUCHHE CEMECTpa
MPAKTUYECKHUX 3aTaHUH.

3IMTACHOPT OHEHOYHbIX MATEPHAJIOB 110 JUCHHUIIVIMHE

KouTpoJsmpyembie pa3aeibl Ko xoHTpommMpyemoit Bua, meron, popma
(TeMbl) IUCHUNTHHBI KOMIIeTeHIIUM (WIH eé OLI€HOYHOI'0
YaCcTH) MepOoNpUATUSA

Pasnen 1. 'enepaTtuBHble MOaenu
JTAHHBIX [1K-2, TIK-11, [1K-16 DK3aMeH
Paznen 2. KactomHble apXUTEKTYpHI U

o P yp I1K-2, I1K-16 DK3aMeH
CJI0M
Paznen 3. KomnbsiorepHoe 3peHne u IIK-7, TIK-11, TIK-14 SK3aMeH
BUICOAHAJIUTHKA

Paznen 4. OOyueHue u SKCIUTyaTalus

. o IIK-7, IIK-11, TIK-14 DKk3aMeH
HEHPOHHBIX CETEH
Paznen 5. [IpoaBuHYyTHIE METOIBI TK-7, IK-11, TIK-14, DK3aMer
o0yJeHUS K-16
Paszien 6. [pomexyrodnas [IK-2, [IK-7, TIK-11, Dk3aMen
aTTecTaIys [K-16

4 TUITIOBBIE KOHTPOJIBHBIE 3AJAHUSA UWJIN UHBIE MATEPUAJIbBI

IIpoMexyTouyHas aTTecTanus B (popMe IK3aMeHA

Kon PesyabTarsl ocBoenus OITOII
KOMIIeTeHIINH Conepxxanue KOMIeTeHUNH
[1K-2 Crnioco0OeH MpoeKTUpoBaTh U pazpadaThIBaTh MPOrpaMMHOE 00eCTIEYeHNE

[TK-2.1. TIpoekTupyet u pazpadaThiBacT MPOrpaMMHOE 00ECTICUCHHE
IIK-2.2. IlpumeHsieT COBpeMEHHBIE MHCTPYMEHTAIbHbIE CpEACTBA TpuU  pazpaboTke
MPOTrpaMMHOT0 00eCTICUeHUS

Tumnosble TeCTOBbIE BONPOCHI:

1. Kaxoii npunnun OOII onuceiBaeT CKppITHE BHYTPEHHEH peanu3aluuy 00bEKTa OT BHEUIHETO
mupa?

a) HacnenoBanue

0) [Tomumopduzm

B) Unkancyasinus

r) AGcTpakuus

2. Kaxoii nunctpyment HE oTHOCHTCS K cricTeMaM KOHTPOJIsl Bepcuid?
a) Git

6) SVN

B) Maven

r) Mercurial

3. Uactpyment MLflow primarily ncnons3yercst mist:
a) Busyanuzanuu gaHHbIX

0) YnpasJieHus :KM3HEHHbIM UKJIOM ML-Moaesei
B) Pa3paborku nnrepdeiicon



r) TectupoBaHus 6€30MaCHOCTH

4. Kakas u3 nepeuncieHHbIX napaaurM nporpammuposanust HE ornocures k OOIT?
a) HacnenoBanue

6) [Tomumophuzm

B) DyHKIIHOHATBbHOE NIPOrPAMMHMPOBaHHE

r) Unakancynauus

5. Kakoii u3 nepeunciennsix ¢popmaros HE ucnonp3yercs ans cepruann3aniyl JaHHbBIX ?
a) JSON

6) YAML

B) SQL

r) Protocol Buffers

6. [Tarrepn «Crparerus» (Strategy) mo3BoJIseT:

a) U3MeHATH a1ropuTMbl BHINOJTHEHHUS ONlePAIlUU
6) Co3naBaTh CIIOXKHBIE OOBEKTHI

B) YIIpaBJIsATh COCTOSSHUEM OOBEKTa

r) OpraHu3oBbIBaTh HEPAPXUU KIIACCOB

7. KakoBa oCHOBHasl 11eJIb T€HEPaTUBHON MOJIENH, TaKoi Kak Variational Autoencoder (VAE), B
OTJIMYKE OT JUCKPUMHHATUBHON Mojenu?

a) TouHo KaccuUIUPOBATH JAHHBIE 11O 33JJaHHBIM METKaM.

0) Hayuyuthcsi peaTuCTHYHOMY pacnpeieieHUI0 UCXOAHbBIX JAHHBIX I TeHePAIlHN HOBBIX
o0pa3uosB.

B) HaxonuTh onTUManbHY0 pa3aelisionlyo THIIEPIUIOCKOCTh MEXKTy KllacCaMH.

r) CHIDKATh Pa3MEPHOCTh JTAHHBIX TOJBKO JUIS 319U BU3YATU3aIlNH.

8. B ueM kiroueBoe apXUTEKTYpHOE PA3IUUre MEXAY CTaHAAPTHBIM aBTOdHKoAepoM (AE) n
BapHallMOHHBIM aBTO3HKoIepoM (VAE), koropoe no3sonsier VAE renepupoBaTh HOBbIE IaHHbIE?
a) VAE ucnons3yer cBepTouHble ciiou, a AE — momHOCBS3HEIE.

0) VAE umeet 0oibInii CKPBITHINA 10 (JIaTeHTHBIN Kof), ueMm AE.

B) VAE koaupyert BXoaHble IaHHbIE B pacnpeaenaeHne (HanpuMep, rayccoBo), a He B
(GuKCHpPOBAHHYIO TOUKY.

r) VAE ucnonb3yer 6omnee cI0KHYIO (QYHKIIHIO TOTEPH TOIBKO AJISi PEKOHCTPYKIUH.

9. Kakotii u3 nepeunciieHHbIxX 1moaxo10B spisercs [IPABUJIBHBIM criocobom co3manust
cobcrBerHoro cios B TensorFlow/Keras, koTopbrit umeeT oOydaembie Beca?

a) YuacnenoBarbes oT kinacca tf.Module u peanuzoBars meton  call .

0) YuacaenoBarbces ot Kiacca tf.keras.layers.Layer u peaanzoBats Mmetop build (nis
co3aanus BecoB) u call (1151 npsaMoii mepexaun).

B) Coznate ¢ynkiuto Python, koropas ucnomns3zyer tf.function 1ist KOMIUIAIUY.

r) Ucnone3oBath BcTpoeHHBIN Kiacc tf.keras.layers.Lambda mmns mo6oro ciost ¢ 00y4aeMbiMu
rapaMeTpamH.

10. Ipu peanuzanuu Generative Adversarial Network (GAN) ¢ momomsto TensorFlow/Keras,
noueMy Jutst Discriminator (J{uckpumunatopa) u Generator (I'eneparopa) oObIYHO CO37AIOT JIBE
OTEJIBHBIE monenu, BMecTO 0JHON 00beIMHESHHOM ?

a) JTo NMO3BOJIsIeT MCIO/Ib30BaTh Pa3Hble ONTHMHU3ATOPBI VI KAKI0H MOAeIH, YTO
KPUTHYECKH BAYKHO /ISl CTA0OMJIBHOIO 00y4eHusl.

6) OObenMHEeHHAs MOJIEIIb HE CMOXKET CKOMITMIIMPOBAThCS U3-3a KOH(IUKTa QyHKIUI oTeph.
B) Tak TpeOyeTcs MeHbIlIe BUACOMAMSTH.

r) Apxurekrypa GAN He 03BOJISIET CO37aTh UX KaK OAHY MOJIEINb.

Tunosble TeopeTHYECKHE BONPOCHI
1. Bomnpoc: Uro Takoe «uHKancymsius» B OOI?
Otger: [IpuHnun o0beIMHEHUS JaHHBIX U METOAOB B €IUHBIA 00BEKT C OrpaHUYEHHUEM JOCTYTIA K



BHYTPEHHHUM JIAHHBIM.
2. Bompoc: Yro takoe CI/CD?

Ortger: IIpakTrka aBTOMaTHYECKON COOPKHU, TECTUPOBAHUS U Pa3BEPTHIBAHUS KOAA.

3. Borpoc: UTo Takoe «4ucThIid KOMI»?

OtBet: Ko, KOTOpBIi1 JIETKO YUTAaTh, IOHUMATh U MOJICPKUBATD.

4. Bompoc: Uto Takoe «mmonmuMopdu3m»?

OtBet: BO3MOXXHOCTH OOBEKTOB C OJTMHAKOBOM CrieU(PUKAINEH HMETh PA3IMUYHYIO PeaIi3aIluIo.
5. Bompoc: Jlnst wero ucnons3yercs Git?

OtBert: {51 KOHTPOJISE BEPCUI U COBMECTHON pa3pabOTKH.

6. Borrpoc: UTo Takoe «MUKpPOCEPBUCHASI APXUTEKTYypay?

OTtBeT: ApXUTEKTYpa, I/ie MPUIOKEHNE COCTOUT U3 HEOOIBIINX HE3aBUCUMBIX CEPBHCOB.

7. Bonpoc: [lyis1 uero ucnone3yercs Jupyter Notebook?

OtBert: MHTEepakTuBHAs cpelia s pa3padOTKU U BU3YyalIU3alMH JaHHBIX.

8. Bompoc: UTo Takoe «TecTupoBaHUE IPOrPaMMHOT0 00eCTICUCHUS» ?

Ortser: IIpornecc npoBepku COOTBETCTBHSI TPOrpaMMbl TPEOOBAHUSIM.

Kon PesyabTaTsl ocBoenns OITOII
KOMIIETeHIIUH Coaep:kanue KOMIeTeH UMl
[1K-7 CrniocobeH npuMeHsTh U (W) pa3padaThiBaTh alrOPUTMBL, METO/BI U

TEXHOJIOI'MH KOMIIBIOTCPHOI'O 3pCHU

[IK-7.1. IIpumensieT (IpoBOAs BHIOOP M SKCIIEPHUMEHTHI) U3BECTHBIE AITOPUTMBI U OUOIMOTEKH
KOMIIBIOTEPHOI'0 3peHUs, NpeAoOydeHHbIe TIyOOKHue HelpoceTeBble MOJENH JUIsl MPUKIIAJIHbBIX
3aJay aHajuu3a U300paKeHUH U BUAEONOTOKA, IPU HEOOXOIUMOCTH J000ydas U BAIMAUPYs Ha
COOCTBEHHBIX HAOOPAX JTaHHBIX

[IK-7.2. Onpenensier CTeK TEXHOJIOTUH, METOAOB M JITOPUTMOB JIJISl TIOCTPOCHUS MPOAYKTOB C
KOMITBIOTEPHBIM 3PEHUEM (CHCTEMBI BUACOAHATUTUKH, TOUCKOBBIE CHUCTEMBI 110 U300paXKEHUAM
1 T.J.)

[IK-7.3. MnnemMeHTHpyeT U3BECTHBIE AJTOPUTMBbI, APXUTEKTYPbl U MOJIENU KOMIIBIOTEPHOIO
3peHMsI Ha PEAIbHBIX JaHHBIX, CTPOMT HNaMmIaiiHbl 00ydyeHus Mozenell U pa3BepThIBAHUS

CCPBUCOB KOMIIBIOTCPHOI'O 3pCHUA B HpOHYKTHBHOﬁ cpeae

Tunosble TECTOBbIE BONPOCHI:
Kakoii anroputm HE ucnons3yercs ans aerekuuu 00beKToB?
a) YOLO
6) SSD
B) U-Net
r) Faster R-CNN
Jl1s1 wero ucnonb3yetcs onepanus myinuHra B CNN?
a) YBenuueHue pasmepa feature map
0) YMeHbIllIeHUE Pa3MePHOCTH U Bbl/IeJIeHHEe OCHOBHBIX IPU3HAKOB
B) YyunieHue 1BeTonepeadn
r) CxxaTue n300paKeHus
Meron SIFT B KOMIBIOTEPHOM 3pUU UCHIONB3YETCS JIJIs:
a) Kimaccudukamnum nzodpaxeHui
0) BoiejieHus1 1 ONMCAHUSA KJIKOYEBbIX TOUEK
B) CermMeHTanuu
r) 'ereparun n3o0pakeHmit
Uto Takoe «ayrMeHTalus JaHHbBIX»?
a) YaneHue mymoB
0) UckyccTBeHHOe paciinpeHue Ha00pa JaHHBIX
B) Cxxatue n300pakeHHI
r) Hopmanuzarus naHHbIX
Apxutektypa ResNet BBena KOHIIENIHIO:
a) CBepTOUHBIX CIIOEB



10.

11.

12.

13.

14.

15.

0) Skip-connections

B) Attention MexaHU3MOB

r) PexyppenTHbIX cereit

Mertpuxa [oU ucrnonbs3yercs ajisi OLEHKH:
a) KauectBa xnaccuduxarmm

0) TounocTH AeTeKIIUU 00HEKTOB

B) CxopocTH paboThl MOJEIH

r) DphEeKTUBHOCTH CErMEHTAIlUN

Uro takoe «transfer learning»?

a) O0yueHue c Hyms

0) Ucnosib3oBanmne mpeao0y4eHHOM MO/1eJTH
B) CaMocCTOsITeIIbHOE 00yUeHUE

r) O0yuenue 6e3 yuurens

Kakoii (hopMaT pa3smMeTKu UCTIONB3YeTCs IS JETEKIIUHU 00HEKTOB?
a) CSV

0) COCO JSON

B) XML

r) TXT

OpenCV primarily npenHazHaueHa Jyisi:

a) PaboTel ¢ 6azamu TaHHBIX

0) O6padoTKku M300paKeHUl U BUIEO

B) Pa3pabotku BeO-mipuioxeHu

r) AHa/IM3a TeKCTOB

Uro Takoe «ceMaHTHUYeCKasi CerMEHTAIIHS» ?
a) Knaccudukanus Bcero n3o0paxeHus
0) IlpucBoenue Kiaacca KaKIOMy IMUKCEITI0
B) OOHapyxeHrne 00bEeKTOB

r) OTcnexxuBaHue IBHKCHUS

Anroputm SURF siBrisiercs:

a) Metoaom KiraccupUKaIu

0) /lerekTOpOM KJII0YEBBIX TOUEK

B) MeTonom cermMeHTaruu

') AJTOPUTMOM CXKaTHS

DataLoader B PyTorch ucrionb3yercs asi:
a) Busyanuzanum maHHbBIX

0) IlakeTHOM 3arpy3Ku JaHHBIX

B) OnTUMH3AIMH MOJIEIN

r) PasmeTku gaHHbIX

Uro Takoe «non-maximum suppression»?
a) Meroa ayrMeHTaIuu

0) Aaroput™m oroopa bounding box'os
B) Tum mynuHra

r) Meton perymsipuzanuu

Oynknus notepb Cross-Entropy ucrnons3yercs B 3a1auax:
a) Perpeccun

0) Knaccudpukanum

B) Knacrepuzamuu

r) Jerexuuu

Batch Normalization ucnone3yercs ass:
a) YBenuueHus pasMmepa Oarya

0) Crabunu3anum o0y4eHust

B) YckopeHus uHdepeHca

') YMeHbLIEHUs] MOJIETN

Tumnosbie TeopeTHYecKHe BONPOCHI
1. Bonpoc: Uto Takoe onepaiusi CBEpTKU?

Ortger: JIunelinas onepanys NpUMEHEHUs! PUIBTPA K U300paKEHUIO JJIs1 U3BJICUEHUS TPU3HAKOB.



2. Borpoc: B yem pazHuIia Mexay CeMaHTHUYECKOW U MHCTAHC-CerMEHTaIue?
OtBet: CemaHTHUECKAs HE pa3NUYaeT YK3EMILISAPhI, HHCTAHC-Pa3TUYacT.

3. Bonpoc: Uto takoe Transfer Learning?

OtBet: Ucnonp3oBanue npeaoOydeHHOW MOICIHN ISl pEeIISHUs HOBOM 3a1a4H.

4. Bompoc: Jlist gero ucnonb3yercs Non-Maximum Suppression?

Otser: /s or6opa Hamnyummx bounding box'oB B geTeKnuu 00HEKTOB.

5. Bonpoc: Uto Takoe Data Augmentation?

Otger: MckyccTBeHHOE paciiupeHre Habopa JaHHBIX Yepe3 MpeoOpa3oBaHusl.

6. Borpoc: Onummre apxutektypy CNN.

Ortser: IlocnenoBaTenbHOCTD CBEPTOYHBIX, TYJTMHTOBBIX U TIOJTHOCBSI3HBIX CIIOEB.
7. Boripoc: Uto Takoe «feature map»?

Otsert: Kapra nmpu3HakoB, MOTy4YeHHAS MTOCIE TPUMEHEHUS CBEPTKH.

8. Bonpoc: [ls gero ucnonssyercst OpenCV?

OtBet: bubnuoreka mist 00padboTKH M300paKEHUN U KOMITBIOTEPHOT'O 3pEHUS.

9. Bompoc: Uto Takoe «optical flow»?

Otsert: OnpeneneHue ABIKEHUS 00BEKTOB MEXIY KaJpaMu BUJIEO.

10. Bonpoc: Onumure metpuky loU.

OtBet: OTHONIECHHUE TUTOMIAAN TepeceUeHus K IIomaan oobeauuenus bounding box'os.
11. Bompoc: Yto Takoe «batch normalization»?

OtBet: Hopmanu3anust akTHBAIMI BHYTPH CIIOS JIJISl CTAaOUITH3AIHA O0yYSHHS.
12. Bonpoc: Jlns gero ucnonb3yercss YOLO?

Otger: /{7151 peanbHOro BpeMEeHH JETEKIIUU O0bEKTOB.

13. Bonpoc: Uto Takoe «image segmentationy»?

Ortger: Pa3nenenue n3o0pakeHus: Ha CMBICIOBbIE 00JIaCTH.

14. Bonpoc: Onuinte paboTy CBEPTOYHOIO CJIOSL.

Ortser: Ilpumenenne GuIBTPOB ¢ 00ydYaeMBIMH BECAMHU K BXOJTHOMY M300paKEHHUIO.
15. Yto Takoe «model deployment»?

Ortger: Pa3BepThiBanue o0yueHHOI Mozenu B production-cpee.

Kon PesyabTarsl ocBoenus OITOII
KOMIIETCHIINH Conep:xanue KOMIeTeHIUM
[1K-11 Crnioco0OeH npuMeHATh (pyHAaMEeHTaTbHbIC PUHIIUITBI U METO/IBI

MalllUHHOI'O O6y‘~I€HI/I$I BKJIIOYas MMOATOTOBKY AAHHBIX ONCHKY Ka4CCTBa
Mojienel U paboTy ¢ Mpu3HaKaMH

[IK-11.1. PaznuuyaeT OCHOBHBIE TUIIBI 33/1a4 MAIIMHHOTO OOYYEHHS ¥ IPUMEHSIET Ha IPAKTUKE
IPUHLUIIBI UX PELICHUS
[IK-11.2. IIpumeHseT MeTO/Ibl IPEABAPUTEIHHON 00paOOTKH TaHHBIX U paOOTHI C MPU3HAKAMHU

Tunosbie TeCTOBBIE BONPOCHI:

1. Kakas 3amaua HE oTHOCHTCS K 00Y4eHHUIO ¢ yuuTenem?
a) Knaccudukarus

0) Perpeccus

B) Kinacrepusanus

r) [Iporno3upoBanue

2. Yto Takoe «mepeodyyeHue»?

a) Monens He oOy4daercs

0) MoneJb cMIIKOM NMOACTPauBaeTcsl Mo 00y4yarolne JaHHbIe
B) Mozienb CIuIKoM npocras

r) Mogenb He cxoauTcs

3. Kakas merpuka HE ucnonssyercst mist perpeccun?
a) MSE

0) MAE

B) Accuracy

r) R?



4. Meton rnaBHbix KomroHeHT (PCA) ucnonb3yercs Ass:
a) Knaccugukammm

0) CHUKeHUs pa3MepPHOCTH

B) Knacrepuszanuu

r) Perpeccun

5. Uro Ttakoe «decision treex»?

a) JIuneiinas Mo/ieIb

0) /lpeBoBHIHASI CTPYKTYpa pelieHuit
B) MeTon kiacrepu3anuu

r) AHCamMOIeBbIil METO

6. Random Forest sBisercs:
a) OTMHOYHON MOJIENBIO

0) AHcamM0JieBbIM METOI0M
B) MeTonom KiacTepu3ainuu
r) JIuHeHOo! MOIeTBIO

7. Perynsipuzanus L1 (Lasso) mpuBoauT k:
a) YBEJIMYCHHUIO BECOB

0) OOHY/IEHHIO YaCTH BECOB

B) YBEIMYCHUIO CIIOKHOCTH

r) YMEHBIICHUIO TOUHOCTH

8. Uto Takoe «grid search»?

a) Metop Bu3yanu3anuu

0) Ilouck onTMMAaJILHBIX THIIEPIIAPAMETPOB
B) AJITOPUTM KJ1acTEpU3ALUH

r) MeTtoa CHUKEHUS Pa3MEPHOCTH

9. Metoz onopHbIX BeKTOpOB (SVM) MOKET UCTIOIB30BAThHCS JIS:
a) Tonpko KIaccupuKaiu

0) Kinaccuduxanum u perpeccun

B) Tonbko perpeccun

r) Knacrepuzamuu

10. Yto Takoe «precision» B OMHapHOH Kiaccudukanumn?
a) /lons npaBUIIBHBIX IPEICKAa3aHUN

0) TouHoCTh cpeu MpeacKa3aHHbIX MOJIOKUTETbHBIX
B) [TonmHOTA Mpencka3zanuii

r) F1-mepa

11. Gradient Boosting siBisieTcs:

a) MeToioM Ki1acTepu3aiuu

0) AHcamM0JieBbIM METOI0M

B) JIuHeWHOM MOIEBI0

r) MeTo0M CHIKEHHS pa3MEPHOCTH

12. Yro takoe «feature engineering»?

a) Beibop monenun

0) Co3nanne n npeodpa3oBaHue NPU3HAKOB
B) Busyanuzanuus qanHbeIx

r) Pasmerka nanHbIx

13. Kakas ¢pynkuus aktuBaunu HE ncnons3yercs B rirybokom o0yueHun?
a) ReLU



6) Sigmoid
B) Linear (0e3 akTuBanuu)
r) Tanh

Tunosble TeopeTHYeCKHE BONPOCHI

1. Bompoc: Uto Takoe «oOyueHue ¢ yaurenem» (supervised learning)?

Otget: Tun MammHHOTO O0YYEHHUS, TIPU KOTOPOM MOJIENTb 00yJaeTcsl Ha pa3MEUCHHBIX JaHHBIX, I71e
Ka)XX/IOMy IIPUMEPY COOTBETCTBYET MPABUIBHBINA OTBET.

2. Borpoc: B uem paznuia Mexy kiaaccudukanueit u perpeccueii?

Otser: Kinaccugukarus npeickaspBaeT JUCKPETHBIE METKH KIIACCOB, @ PErPeccus —
HEeMpepbIBHbIE YHCIIOBBIE 3HAUCHHUS.

3. Bompoc: Uto Takoe «nepeoOyuenue» (overfitting) u kak ¢ HUIM 60pOThCs?

Otser: Korma Moaens CIMITKOM CIIOKHA M 3aIIOMHHAET IIIYM B JIaHHBIX, a HE 00IIHe
3aKOHOMEPHOCTH. MeTo/1bl 00pHOBI: perynsapu3alus, yBeIu4eHne JaHHbBIX, YIIPOILIEHNUE MOJIENH,
KpOCC-BaJIMJIAIIMsL.

4. Bonpoc: JIJig yero ucnonb3yeTcs: Kpocc-Baiuaarus?

Otsert: 151 Gonee HaIe)KHOM OLIEHKH 0000IIAr0IIe CIOCOOHOCTH MOJIENIH U TTOA00pa
rUneprnapamMeTpoB 0€3 UCIOIb30BaHUS TECTOBOM BHIOOPKHU.

5. Bonpoc: Onumute npuHnumn padotel MerTona k-Ommxkaiimux coceneit (KNN).

OtBet: Anroput™ Kiaccuduimpyer o0bekT based on kiacchl k Ommkaiimmx Kk HeMy 00bEKTOB B
IPOCTPAHCTBE MPU3HAKOB.

6. Borrpoc: Uto Takoe «peryispu3anusy B MAIIHHHOM 00y4eHuu ?

Otsert: Texnuka gobasineHus mrpada 3a CIOKHOCTh MOJIEH K (PYHKIIUH MTOTEPH IS
MpeIOTBpaIeHHs Tepeo0yueHusI.

7. Borpoc: B uem pasnuna mexay L1 u L2 perynspusanneir?

Otger: L1 (Lasso) oOHyms€T HEKOTOPEIE Beca, BEIMOHsIA 0TOOp mpu3HakoB, a L2 (Ridge)
YMEHBIIIAET BCE Beca, HO HE OOHYIISET HX.

8. Bompoc: Uto Takoe «aepeBo pemreHui» (decision tree)?

OtBet: Mogenb, KOTopasi IPUHUMAET PELIeHUs ITyTeM TOCII€0BaTeIbHOIO Pa3/IeeHUs JaHHBIX Ha
noaMHOXKecTBa based on 3HAYCHHI TPU3HAKOB.

9. Bompoc: Kak pa6oraer merop ciydaitHoro jeca (Random Forest)?

OtBet: AHCaMOJIeBbIi METOJI, KOTOPBIH CTPOUT MHOKECTBO JIEPEBbEB Ha CIyYalHBIX TOABBIOOPKaX
JTAHHBIX ¥ IPU3HAKOB, a 3aTE€M YCPEIHSET UX MpeACKa3aHUs.

10. Bompoc: Uto Takoe «rpaauentHbid Oyctuar» (Gradient Boosting)?

OTtBet: AHCaMOIEeBBIN METO/I, KOTOPBIH MOCIEeI0BATEIbHO CTPOUT MOJIETIH, TA€ KaKaas Cleayromas
MO/IEITb UCTIPABIISET OMIMOKHU MPEAbITYIIUX.

11. Bonpoc: [l gero ucnonb3yercss MeTo I Ii1aBHeIX KOMIoHeHT (PCA)?

OtBer: /{7151 cHIKEHUs pa3MepHOCTH JaHHBIX MMyTeM MPOCIIMPOBAHMS UX B IPOCTPAHCTBO MEHBIIEH
Pa3MEepHOCTH C COXpPaHEHHEM MaKCUMAaJIbHOU AUCIIEPCUH.

12. Bompoc: UTo Takoe «METPUKU Ka4eCTBa» B MAITUHHOM OOydeHUH?

OtBert: UncneHHbIe MOKa3aTelH, KOTOPBIE OIIEHUBAIOT MPOU3BOAUTEIHLHOCTH MOJIEH Ha TECTOBBIX
JTAHHBIX.

13. Bompoc: B 1em pasnuna mexny precision u recall?

Otger: Precision — 101 HCTUHHO MOJIOKUTEIBHBIX CPEAH BCEX MPEICKA3aHHBIX MOJIOKUTEIbHBIX,
recall — 10116 HCTHHHO MOJOKUTENBHBIX CPEIIM BCEX PEATbHO MONIOKHTEBHBIX.

14. Bonpoc: Uto Takoe «confusion matrix» (Marpuiia ormuook)?

Otger: Tabnuia, KOTOpast MOKa3bIBACT KOJMYECTBO MPABUIIHHBIX U HEMTPABHIIBHBIX MpPEICKa3aHU
MOJIENH JUIA KaKJ0ro Kiacca.

15. Bonpoc: [{ns uero ucnonb3yercst meron k-cpenuux (k-means)?

OtBer: /s knacrepuzanuu JaHHbIX — pa3dueHus Ha k rpynn based on 6in3octu 00bEKTOB K
HEHTPOUIaM KJIaCTEepOB.

Kon Pesyabtarsl ocBoenus OITOII
KOMIIETEHIM U Copep:xanue KOMNeTEeHIUM
[1K-14 Crnioco0eH MpUMEHATh aJIrOPUTMBbI 00yYeHHS Ha HECTaHIapTHBIX 00beMax

JTAaHHBIX




I1K-14.1. OGocHOBBIBaeT cr1OCOOBI M BApUAHTHI IPUMEHEHUS aJITOPUTMOB O0yUEHHSI Ha
HECTaHJIapTHHIX 00beMax JaHHBIX B 3afadax MU, Bxitoyas ux npeodpa3oBaHue U alalTaluio K
cnenuduke 3amadn

[1K-14.2. IIpumeHseT MEeTO bl HOBBIILIEHHUS YCTOHYNBOCTH, HAJIe)KHOCTH, O€30M1aCHOCTH
QITOPUTMOB OOYUEHHS Ha HECTaHAAPTHBIX 00bEeMax JaHHBIX JJIS IPOBEPKHU Pa3BEJOYHBIX THIIOTE3
Y IOJTOTOBKH JIaHHBIX K IPUMEHEHUIO COBpEMEHHBIX MeTo10B U

TunoBbie TeCTOBbIE BONPOCHI:

1. Kakas 3amaua HE oTtHOCHTCS K 00ydeHUIO ¢ yauTenem?
a) Knaccudukamms

6) Perpeccus

B) Kulacrepuzauust

r) [Iporao3upoBanue

2. Uto Takoe «HecOaTaHCUPOBAHHBIC JaHHBIC) ?
a) [lanHble ¢ npomnyckamu

0) HepaBHoMepHoOe pacnipenesieHue KJIACCOB
B) JlaHHbIE C ITyMOM

r) BricokoMepHBIe JaHHBIE

3. Metog SMOTE ucnons3yetcst is:

a) Y naneHus nryma

0) 'eHepanuu NpuMepoB MHHOPUTAPHOIO KJjacca
B) CHMXEHHS pa3MEepHOCTH

r) Hopmanu3zanuu JaHHbIX

4. Yto Takoe «active learning»?

a) O0yuenue 6e3 yuurens

0) CtpaTterusi Bbi0opa Haudos1ee ”HGOPMATHBHBIX JAHHBIX
B) O0yueHue ¢ MOAKPEIUICHUEM

r) ['mybokoe oOyuenue

5. Kakas nmpobnemMa xapakTepHa Jijisi pabOThI ¢ TEKCTOBBIMU JJAHHBIMU ?
a) Huzkas pasmepHOCTb

0) Boicokasi pa3pe:KeHHOCTh

B) OTCyTCTBUE NMPU3HAKOB

r) HeoOxoaumocTh ayrMeHTaluu

6. Meton Isolation Forest ucronb3yercst yis:
a) Knaccudukammm

0) OOHapykeHHs] AHOMAJIUIA

B) Knacrepusanun

r) Perpeccun

7. Yto takoe «transfer learning» B kontexcre NLP?

a) O0yueHue c HymIs

0) Ucnnosib3oBanme nmpeaody4eHHbIX I3bIKOBBIX MOIesIel
B) Pydnoe kogupoBanue

r) CTaTUCTUYECKHE METObI

8. Kakas rexuuka HE ucnones3yercst amst paboTsl ¢ HecOanaHCUPOBAaHHBIMH JTaHHBIMHU ?
a) B3BemmBanue kinaccoB

0) CtparuduimpoBanHasi BHIOOpKa

B) YBe/lnueHue pa3Mepa MasKOPUTAPHOTIO KJiacca

r) M3MeHeHne nopora KiaccuuKaium



9. Meron t-SNE ucnons3yercs is:

a) Knaccugukanuu

0) Buzyaim3anmu MHOrOMepHBIX JaHHBIX
B) Knmacrepuszanun

r) Perpeccun

10. Yro takoe «few-shot learning»?

a) O0yueHue Ha O0IBIIIOM HaOOpE JaHHBIX

0) O0y4yeHnue Ha He0OIBIIOM KOJHMYECTBE IPUMEpPOB
B) OOydeHue 6e3 pa3MeTKH

r) OOy4eHue ¢ MOAKPEIIICHUEM

11. Kakas npoGnema xapakTepHa AJisi BpEMEHHBIX PSJ0B?
a) OTcyTcTBHE TpeH A

0) ABTOKOppeJsAI U

B) Huskas pazmepHocTh

r) Heo6xoamMocTs KiacTepu3anuu

12. Meton MICE ucnons3yetcs ajs:

a) OOHapy>keHHs BEIOPOCOB

0) 3anoJIHeHUs MPONYIIEeHHbIX 3HAYeHUI
B) CHMXEHMS pa3MEPHOCTH

r) Hopmanuzanuu

13. Yto Takoe «domain adaptation»?

a) AganTtanusi MoJeJd K HOBOMY pacnpeeTeHUI0 JaHHbIX
0) 3MeHeHune apXUTEKTYpbl MOJIEIH

B) O0OyueHue ¢ MOAKPEIUICHUEM

r) AyrMeHTanus JaHHBIX

14. Kakas metpuka HE mogxonut mis HecOamaHCUPOBaHHBIX JaHHBIX ?
a) F1-score

0) Precision-Recall AUC

B) Accuracy

r) Matthews correlation coefficient

15. Yro takoe «covariate shift»?

a) MIaMeHeHue pacnpeiesieHus 1eJIeBON epeMeHHOM
0) N3meHeHue pacnipeaeieHUs IPU3HAKOB

B) M3MeHeHue pazmepa JaHHBIX

r) CaBur BO BpeMEeHH

Tunosble TeopeTHYECKHE BOMPOCHI

1. Bonpoc: Uto Takoe «HecOamaHCHPOBaHHBIC TAHHBIE) ?

Otger: /lanHble ¢ HEPaBHOMEPHBIM paclpeieieHHeM KIIacCOB, KOT1a OJIUH KJacc 3HAYUTEIBHO
npeodagaeT Haj APYrUMH.

2. Boripoc: [liist wero ucnonb3yercs merox SMOTE?

OtBer: /|15 renepannyu CHHTETHUECKUX IPUMEPOB MUHOPUTAPHOIO KJlacca U OallaHCHpOBKH Habopa
JTAHHBIX.

3. Bonpoc: Uto Takoe «Active Learning» (AkTuBHOE 00ydeHwUe)?

OtBer: CTparerus MalIMHHOTO 00Y4YEHHUs, TPU KOTOPOM MO/IeNb BbIOMpaeT Hauboee
nH(OpMaTUBHBIE JaHHBIE I Pa3METKH, YTOObI YMEHBIITUTH OOLTUI 00beM PYyYHOU pa3MeTKH.
4. Boripoc: OnumuTe mpodiaeMy «pa3peKeHHOCTH TaHHBIXY.

Otger: Cutyarusi, Korja OOJBIIMHCTBO IPU3HAKOB B IAHHBIX UMEIOT HYJIEBbIC 3HAYCHUS, YTO
XapaKTepHO AJIsl TEKCTOBBIX JaHHBIX MOCIE BEKTOPU3AIINH.

5. Bonpoc: Uto Takoe «Data Drift» (KonuenrtyansHsriii apetid)?

OtBet: I3MeHEeHNE CTaTUCTUYECKUX CBOMCTB M PACIIPEICTICHHUS BXOJHBIX JAHHBIX C TEUCHUEM



BpPEMEHHU, TPUBOASIIECE K CHUKEHUIO KaueCTBa MOAEIIH.
6. Borpoc: /lns yero ucnons3yercst metof Isolation Forest?

Otger: Jlns oOHapyKeHUsT aHOMAIIUH ITyTeM U30JISIIUU HAOIIOICHUN B CITyJaifHBIX
MOJNPOCTPAHCTBAX IPU3HAKOB.

7. Bompoc: Uro takoe «Few-Shot Learning» (O06y4ueHue ¢ ManbIM KOJIMYECTBOM NIPUMEPOB)?
Ortser: Iloaxon, mo3BONAIONINI MO/IEIH OBICTPO 00YyYaTHCSI HA OYEHb HEOOBIIIOM KOJITHYECTBE
pa3MeUYeHHbIX TPUMEPOB JJIs1 HOBOT'O KJlacca.

8. Borpoc: Onumute meton MICE mist 00paboTku MponyIeHHBIX 3HaYSHUH.

OtBeT: MHOrOKpaTHOE BMEHEHUE C ITIOMOLIBIO ENHBIX YPaBHEHUI — UTEPAaTUBHBIN METOL,
KOTOPBIN MPEICKa3bIBAET IPOMYCKH Ha OCHOBE APYTUX IPU3HAKOB.

9. Bompoc: Uto takoe «Domain Adaptation» (AnanTarus qroMmeHa)?

OtBer: 3agaua ajantauuu MOAeId, 00yuYeHHON Ha UCXOHOM JOMEHE (pacrnpeeieHUH JaHHBIX ),
s 9 PEeKTUBHOMN pabOTHI HA IIENIEBOM JOMEHE C IPYTHM PacIpeIeICHUEM.

10. Bompoc: Jlns uero ucnonb3yercs MeTpuka F1-score BMecTo accuracy Ha HecOamaHCHPOBaHHBIX
TAHHBIX?

Ortser: F1-score siBisieTcsi rapMOHHMYECKUM CpelHUM precision u recall u mydme otpaxaer
KayecTBO MOJIEJIM HA MUHOPUTAPHOM KJIacce, TOra Kak accuracy MOKET BBOAUTD B 3a0TyXk/I€HUE.
11. Bonpoc: Yto Takoe «Covariate Shift» (KoBapuarHsrii cisur)?

OtBer: M3MeHeHNe pacnpeesieHnsl BXOJHBIX IEPEMEHHBIX (IPU3HAKOB) TP HEU3MEHHOM
pacnpeieIeH BbIXOIHOW IMEPEMEHHOM.

12. Bonpoc: Onumute TexHuky «Stratified Sampling» (CtpatudunupoBanHas BHIOOpKa).
OtBet: Meton pa3zesieHus JaHHBIX, IPU KOTOPOM B 00y4aroIiel 1 TeCTOBOM BHIOOpKax
COXPAaHSETCSl UCXOAHOE pacIpeieIeHUE KIIacCOB.

13. Bompoc: Uto Takoe «Transfer Learning» B kontekcte NLP?

Otsert: Hcnonb3oBanue A3b1k0BbIX Mosieneit (Harpumep, BERT, GPT), npeno6y4eHHbIX Ha
OOJIBIINX KOPITYyCaX TEKCTOB, JUIS PEIICHUS KOHKPETHBIX 3a/1a4 ¢ MUHUMAJIbHBIM 1I000y4YCHHUEM.
14. Bonpoc: Jlns gero ucnoms3yercs metof t-SNE?

Ortger: Jlns1 BU3yanu3alnuy BBICOKOMEPHBIX JaHHBIX ITYTEM MPOELUPOBAHUS UX B IPOCTPAHCTBO
MeHblei pazmepHocTH (2D ninu 3D) ¢ coxpaHeHHeM JIOKaIbHBIX PACCTOSHUIN MEX/1y TOUKaMHU.
15. Bonpoc: Uto takoe «Class Weighting» (B3BemmBanue kiaccos)?

Otgert: TexHuka 00pbsObI ¢ AUCOaTIaHCOM, IPH KOTOPOH B (PYHKIMH MTOTEPh IPUMEpaM
MHUHOPUTAPHOTO KJlacca MpHUCBauBaeTcs OONBIINI Bec, YTOOBI MOJIETb YeNsiia UM OoJbIie
BHUMaHUSA.

TunoBble TeOpeTHYECKHE BONPOCHI

Kon Pe3yabTarsl ocBoenus OIIOII
KOMIeTEeHIHH Copep:xaHue KOMIETEHIUI
[1K-16 Crnioco0OeH npoBOANThH PPOHTHUPHBIE UCCIIEAOBAHMS B 007aCTH apXUTEKTYP,

AJITOPUTMOB MO, OIITUMHU3AIlM1 U MAaTCMaTHUKU

I1K-16.1. Pa3pabareiBaeT pyHAaMEHTAIbHBIC OCHOBBI M HOBBIE aITOPUTMBI MALTHHHOTO 00Yy4eHUS
[TK-16.2. Pa3zpabarbiBaeT HOBBIE apXUTEKTYPHI TIIYOOKHX HEUpOCETEH

Tunosble TeCTOBBIE BONPOCHI:

1. Yro Takoe «HeHpoceTeBoil Monuck apxuTekTyp» (NAS)?

a) PyuHoit moi6op apXUTEeKTyphl

0) ABTOMaTH3MPOBAHHBIN NMONCK ONTHMAJILHOM APXUTEKTYPhI
B) OOyueHHEe TOTOBBIX apXUTEKTYP

r) Busyanuzamnus apxutexTyp

2. Kakas apxurekrypa HE sBisiercst Tpancgopmepom?
a) BERT

6) GPT

B) ResNet

r) TS5



3. Urto Takoe «attention mechanism»?

a) Meton perynsipu3anuu

0) MexaHu3M B3BeHINBAHUSI Ba’KHOCTH 3JIEMEHTOB
B) ®yHKINS aKTUBAIHH

r) Meron onTHMH3AINN

4. GAN (Generative Adversarial Network) cocrouTt u3:
a) JIByX reHepaTopoB

0) I'enepaTopa u IMCKPUMHHATOPA

B) JIByX JUCKPUMHHATOPOB

r) Konupormka u aexozaepa

5. Uto takoe «reinforcement learning»?

a) OOyueHue c yuaurenem

0) O0y4yeHue yepe3 B3auMoOIeiicTBHE €O Cpeaoi
B) OOyuenue 6e3 yuurens

r) [lonyaBTOMaTuueckoe oOyueHue

6. Meron Batch Normalization ciayxwur as:
a) YBenuueHus pazmepa 6atda

0) Ctabunu3aiuu pacpeeICHUs aKTHBAINI
B) YckopeHus uHdpepeHca

r') YMeHbIIEHNs MOIETU

7. Uro Ttakoe «transformer architecture»?
a) CBepTouHas ceTb

0) ApXuTeKTypa Ha OCHOBe attention
B) PexyppeHTHas ceTh

r') ABTOKOJIUPOBIINK

8. Kakas ynkius nmoreppb ucnonb3yercs B GAN?
a) Cross-Entropy

0) Adversarial loss

B) MSE

r) MAE

9. Yro Takoe «meta-learning»?
a) OOy4yeHue oTHOM 3a1a4H

0) O0y4yeHue yYuTHCH

B) OOydeHue 6e3 TaHHBIX

r) OOy4eHue ¢ MoJgKpeIrIcCHuEM

10. Apxurekrypa Vision Transformer (ViT) npumensiercs amus:
a) O6paboTKM TeKcTa

0) O0padoTKu H300paxKeHui

B) OOpaboTku 3ByKa

r) PaGoTel ¢ TaOMUYHBIMU JAHHBIMU

11. Yro takoe «neural architecture search»?
a) Pyunoii non6op napameTpon

0) ABTOMATHYeCKUIl MOMCK APXUTEKTYPbI
B) OOydeHue moienu

r) Busyanuzamnus rpada

12. Kakas 3agauya HE pemraercst ¢ momoripio GAN?
a) ['eneparus n300paxeHuit
0) Ctunm3anus



B) Knaccupurkanus
r) YBenu4eHue TaHHbIX

13. Yro rakoe «policy gradient» B RL?

a) MeTo1 onTUMHU3aLINH

0) AJIropuT™M 00y4eHHsl € MOAKPenJeHueM
B) Metoa perynspuzauuu

r) ®yHKIMS oTeph

14. Apxurextypa U-Net ucrionb3yercs is:
a) Knaccudukammm

0) CermeHTAIUU

B) Jletexkuun

r) ['eneparuun

TunoBble TeOpeTHYECKHE BONPOCHI
1. Bonpoc: Uro takoe «Neural Architecture Search» (NAS)?
Ortgert: [Iporecc aBTOMaTH3UPOBAHHOTO MOMCKA ONITUMAIbLHON apXUTEKTYpPhl HEHPOHHOM CEeTH st
KOHKPETHOM 3a7auu U Habopa JaHHBIX.
2. Borrpoc: Onummre mpuHIMIT padoTs! «Attention Mechanismy» (MexaHu3mMa BHUMaHHS).
OTtBet: MexaHu3M, KOTOPbIH MO3BOJISET MOJIEIN JUHAMUYECKU B3BEIIUBATh 1 KOMOMHUPOBATh
MH(POPMALIMIO U3 PA3HBIX YacTel BXOIAHOH MOCIe10BaTeIbHOCTH, (OKYCUPYSCh HAa Hanbosee
pENIeBaHTHBIX 3JIEMEHTaX.
3. Bonpoc: M3 xakux xommoneHToB cocTouT Generative Adversarial Network (GAN)?
Otsert: 13 1Byx HellpoHHBIX ceTeil: ['eHepaTopa, KOTOPBIN CO3/1a€T CHHTETUYECKHE JaHHbIE, U
JIMCKpUMHHATOPA, KOTOPBIH OTIMYAET peajibHbIe JaHHBIE OT CTeHEPHPOBAHHBIX.
4. Bonpoc: Uto Takoe «Reinforcement Learning» (O0yuenue ¢ monkperieHuem)?
Otser: Pa3gen mammHHOro 00y4eHus, B KOTOPOM areHT o0y4yaeTcsl MPUHUMATh PELIeHHs ITyTeM
B3aMMOJICHCTBHSI CO CPEIOH U MOTy4asi Harpaay 3a MpaBUIbHbIC ACHCTBHUS.
5. Bonpoc: Onuinrte apxutekTypHbii 0510K « Transformery.
OTtBeT: ApXUTEKTypa, OCHOBaHHAsl Ha MEXaHU3Me caMOBHUMaHMs (self-attention), koTopas
MO3BOJIsIET 00pabaThIBATh MOCIEI0BATEILHOCTH JAHHBIX 0€3 UCTIOIB30BaHUS PEKYPPEHTHBIX WU
CBEPTOYHBIX CIIOEB.
6. Borrpoc: [{s1 wero ucnonszyercs «Batch Normalization» (ITaketnast Hopmanuzanmsi)?
OtBer: /{151 crabunu3anuu 1 ycKopeHus: 00ydeHHs TTyOOKUX HEHPOHHBIX CETel MyTeM
HOpPMaJIM3alMK aKTUBAIMH MPEIBbIAYIIEro CIIOs Ui KaX10ro MUHU-0aTya.
7. Bomipoc: Uto takoe «Meta-Learning» (Mera-oby4uenue)?
Otger: ITogxon «oOyueHue y4uThCs», IpU KOTOPOM MOJETH pa3BUBAET CIOCOOHOCTH OBICTPO
a/IalITUPOBATHCS K HOBBIM 33/1a4aM Ha OCHOBE HEOOJIBIIIOTO KOITUYECTBA IPUMEPOB.
8. Bonpoc: Onmmmmre npuamun «Policy Gradient» B 00y4eHUH C MTOAKPETICHUEM.
OtBet: MeTton, KOTOPBI ONTUMU3UPYET MOJUTUKY areHTa HanpsAMYIo, IOAHUMASCh B HAlIPaBICHUH
IpagleHTa 0KUJaeMON HATpabl.
9. Bompoc: Yto Takoe «Vision Transformer» (ViT)?
OTtBeT: ApXUTEKTYpa, KOTOpasi MpUMeHseT Moeib Transformer k 3a1ayaM KOMITBIOTEPHOTO
3peHusi, pa30uBas n300pakeHHe Ha aTuu U 00pabaThiBast UX KaK MOCIEI0BATEIHbHOCTh TOKEHOB.
10. Bonpoc: B uem 3akirouaercs «Exploration-Exploitation Trade-oft» (Junemma «uccnenoBanme-
WCTIONTH30BaHUE»)?
OtBet: ®ynaamenTanbHas qunemma B RL, rie areHT nomkeH 6allaHCHpOBaTh MEXKIY
WCCIIeIOBAaHNEM HOBBIX JeHCTBUH (17151 cOopa nH(MOpMAIIMK) U UCTIONE30BaHUEM M3BECTHBIX
JENUCTBUM (IUIsI MAKCUMU3AIIUN HArPaJIbI).
11. Bonpoc: Uto Takoe «Diffusion Models» (JAuddy3nonnsie moaenn)?
OtBert: I'eHepaTHBHBIE MOJEIH, KOTOPBIE CO3/1al0T JaHHbIE ITyTEM ITOCTEIIEHHOI 0 yaleHHs yMa
U3 HAYJIBHOTO CIIYyYaifHOTO pacnpeaeneHus, 00y4yasch 00paTHOMY Mpoleccy J00aBJIeHUS IIyMa K
JTAHHBIM.
12. Bonpoc: Onumute koHnenmuio «Self-Supervised Learning» (CamooOyuenue).
Ortger: Ilogxon, mpu KOTOPOM MOJENb 00yYaeTcs, H3BJIEKasi CATHAJIBI JUTsl 00ydeHUs
HETIOCPEICTBEHHO U3 Hepa3MEeUYeHHBIX BXOIHBIX TaHHBIX, CO3/aBast Iuisl ceOs 3a7auun (Hampumep,



NpeICKa3aHue CKPBITOM YaCTH BXOIHBIX JaHHBIX).

13. Bonpoc: Jlns gero ucnonssyetcst «Graph Neural Network» (GNN)?

Otser: Jlnst 00pabOTKM TaHHBIX, PEACTABICHHBIX B BUIE TpadoB, MO3BOJISS MOJETH YUUTHIBATH HE
TOJIBKO MIPU3HAKH Y3JI0B, HO U CBSI3U MEKAY HHMHU.

14. Bompoc: Yto Takoe «Neural Ordinary Differential Equations» (Neural ODEs)?

OtBet: Mogenb, KOTopasi pacCMaTpUBAET INIyOMHY CETH KaK HEIPEPHIBHYIO IEPEMEHHYIO,
OITUCHIBaEMYIO0 OOBIKHOBEHHBIM U (hepeHITnaIbHBIM YPaBHEHUEM, YTO TI03BOJISIET CO3/1aBaTh
Oomee 3G (HEeKTUBHBIC K EMKHE aPXUTEKTYPHI.

15. Bomnpoc: Onuiure npuniun padotsl «Siamese Neural Network» (Cuamckoil HeHpOHHOMN ceTn).
OTBet: ApXHUTEKTypa, COCTOSINAS U3 IBYX MIIN OOJiee HICHTHYHBIX MTOJICETEH, KOTOPBIEC PA3IIENSIOT
BeCa, UCIIONIb3YETCS /ISl BEIYMCICHHS CXOKECTH MEXIY BXOJHBIMU 00pa3liaMu (HarpuMmep, JUTst
BepUDUKALIUHY JIHII).

Tunosble TeopeTHYECKHE BONPOCHI:

1) Onuimte apxuTeKTyphbl reHepanuu Tekcta: oT RNN g0 Transformer-based moneneii (GPT,
BERT, T5).

2) B uém npenmyiectBa fine-tuning nmpeno0ydeHHBIX MOJICIICH IS 3a]1a4 TeHepaluy TeKcTa?

3) Kakue MeTo/1p1 HCIIONB3YIOTCS ISl TeHEpAIlK U pelakTupoBanus n3oopaxenuii (GAN,
Diffusion, Neural Style Transfer)?

4) Kak oCyIleCTBISECTCS MEPEHOC CTHIIS B PEalbHOM BPEMEHHU Ha BUJICO C MCIIOIb30BaHHEM
OpenCV u PyTorch?

5) Kakue THITBI KACTOMHBIX CJIOEB HEWPOHHBIX ceTel BbI 3HaeTe? [IpuBeIuTe MIPUMEPHI.

6) Kak peamusyercs clioi JTHHEHHON perpeccuu ¢ 00y4aeMbIMU ITapaMeTpamu?

7) Jlnst kKakux 3a/1a4 MPUMEHSIOTCS CIIEKTpabHbIE MPEOOpa30BaHUs U BEHBIIET-CIION?

8) Kak mpoektupoBath 1 00y4yats kacroMHble ciiou B PyTorch/TensorFlow?

9) OnumiuTe METOIBI TPEKMHTa 00HeKTOB B BuaconoToke: BlobTracking, SORT, DeepSORT.

10) Kak peanm3oBarhk cucteMy nojc4éra JIFoAei B BUACONOTOKE ¢ ucnoib3oBanueM YOLO u
DeepSORT?

11) Kakue moaxo/sl HCITOIb3YIOTCS TS IPEACKa3aHus CICAYIOIIEro Kaapa BUACO (HalmpuMep, Ha
ocHoBe ConvLSTM)?

12) Kak perrarorcs 3a7a4u cTaOMIM3aIMKA U CHHTE3a IBUKCHUN B BU1€0?

13) Kakue MeTo/Ibl CKAaTHS B YCKOPEHUS MOJICIIEH MallIMHHOTO 00y4eHHS BBl 3HacTE?

14)  Yro Takoe MLOps? Onummre KIIt04eBble KOMIOHEHTHI: KOHTEHHEPH3alus, MOHUTOPHHT,
yIIpaBJIeHUE SKCIIEPUMEHTAMHU.

15) Kak pa3Bepuyts OCR-cucTeMy s paciio3HaBaHHs TEKCTa HA YITAKOBKaX TOBApOB?

16) Kakue MeTOIbl aKTUBHOTO 00YUYCHHUS PUMEHSIFOTCS JIJIst OOHapYKeHust 1e(eKToB Ha
n300pakeHusIx ?

17) Kakue npoABHHYTHIC METObI AyTMEHTAIINHU TAHHBIX UCTIOIB3YIOTCS 11 OOpHOBI C
nepeoOydeHrem?

18) Kak perrarorcs 3a1auu HACHTU(DUKAIIAY 110 JIUILY, ONPEACICHHUS TI0JIa, BO3PacTa,
HarpaBJeHUs B3rsiAa?

19) B uém ocobeHHOCTH 00yUeHHS Ha HECOATaHCHPOBAHHBIX JTaHHBIX ?

20) Kaxkue MeToIbl HCIIONIB3YIOTCS IS TOBBIIICHHS YCTOWYMBOCTH U HAJISKHOCTH MOZCICH Ha
HECTaH/IapPTHBIX JTaHHBIX ?

21) Kaxkue OCHOBHBIC THIIBI 3a/1a4 MAIIIMHHOTO 00yueHHs BbI 3HaeTe? [IpuBennuTe puMephbl
QITOPUTMOB JUTSI KQXKJIOTO THTIA.

22) Kak BbIOpaTh MOIXO/SAIINN aJrOPUTM MAIIMHHOTO O0YYEeHUS Uil KOHKPETHON OU3HEec-
3agaun?

23) Omnummre npouecc nocrpoenust end-to-end naiiniaiiHa OT JaHHBIX J0 MPOJAKIICHA.

24) Kakue MHCTpYMEHTBI U (pEHMBOPKHU BbI HCIIOIB30BAN JUTs pa3BepThiBanust ML-Moemneii?
(Docker, MLflow, TensorFlow Serving u mp.)

25) Kaxk BBI IMPpOBOAUTEC BAJIMAAITUIO MO,Z[GJ'IGFI U UHTCPHPCTUPYCTC MCTPUKHU KayecTBa?
Onepatop 340 000 "Komnahus "TeHzop" ——

[JOKYMEHT NMOAMNWCAH 3NEKTPOHHOW NOANMUCHIO
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